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Anotacia

Techniky spracovania signalov pre systémy priecnej stabilizacie zvazku v

hadrénovych urychlova¢och

Systémy prieCnej stabilizacie zvazku st vitalne pre hadrénové urychlovace pracujice

s vysokou intenzitou zvazku.

Dolezita stcast takéhoto systému je vykonna jednotka digitalneho spracovania signalu.
Stcasné Cislicové technoldgie umoziuji implementaciu velmi pokrocilych algoritmov
a analytickych technik pre extrakciu délezitych parametrov urychlovaca, alebo samot-

ného spatnovazobného systému.

Vyskum sa bude zaoberat moznostami extrakcie parametrov spatnovazobného sys-
tému na zadklade matematickych formalizmov tedrie signalov a sdstav s pouzitim
aktivneho vybudenia obiehajiceho zvazku tymto systémom a len s pouzitim infor-
macie ziskanej z tohoto systému. Minimalne skimané parametre pre optimalnu pre-
vadzku systému si faza a oneskorenie v uzavretej spatnovazobnej slucke (vratane
zvazku). Sdcasné techniky postavené na meraniach externymi pristrojmi si ¢asovo

velmi narocné, poskodzuju obiehajlci zvazok a nedosahuji pozadovand presnost.

Druhym cielom vyskumu je navrhnit a implementovat metddy extrakcie kritickych
parametrov urychlovala (parameter "tune" a Casovéd konstanta Gtlmu oscilacii pre
kazdy jednotlivy bunch) s pouZzitim nedestruktivnych manipulacii so zvazkom bez
vytvarania strat Castic a degradacie kvality zvazku. Znalost tychto parametrov je
dolezita pre dosiahnutie stability obiehajiceho zvazku a spolahlivej prevadzky urychlo-

vaca, ale v slcasnosti tieto parametre nie st jednoducho, alebo vébec dostupné.



Abstract

Signal processing techniques for transverse feedback systems in hadron ac-
celerators

Transverse feedback systems are essential for stable operation of all hadron acceler-

ators with high intensity beams.

An important component of such a system is a powerful digital signal processing unit.
Current digital technology allows implementation of very advanced algorithms and
analysis techniques to extract key parameters of the accelerator and the feedback
itself.

The traditional techniques based on external instruments are time consuming, de-
structive to the beam and do not provide required precision. The research will aim
at possibilities of feedback parameter extraction and performance optimization using
only active manipulations of the beam by the transverse feedback system itself and
analysis of data acquired from it. Based on formalisms of signals and systems theory,
the minimum required parameters will be the closed loop phase and delay. These are

essential for optimum feedback operation.

The second aim of the research will be to study and implement methods to extract
vital accelerator parameters (e.g. the bunch by bunch machine tune and the damping
time) using active manipulations of the beam by the transverse feedback system
itself without degradation of the beam parameters. Accurate knowledge of these
parameters is essential for ensuring beam stability and the reliable operation of the

accelerator.

Easy access to these parameters is important for automated TFB setting up, per-
formance monitoring, or efficient troubleshooting. This kind of information was not

accessible until now.
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Introduction

The European Organization for Nuclear Research (CERN) was founded in 1954. It is a particle
physics laboratory situated at the border between Switzerland and France, where it operates a
chain of particle accelerators in order to investigate the constituents of matter. The largest
of these accelerators is the Large Hadron Collider (LHC) [1] depicted in Figure 1. With its
circumference of 27 km it is the most powerful particle accelerator ever built [1] (at the time of
writing). In the LHC two beams made up of protons or ions are accelerated to energies reaching
6.8 TeV and collide at four interaction points. Highly sophisticated particle detectors installed at
these interaction points detect the fragments of the collisions and analyse their trajectories. The
outcomes of these experiments are expected to give new insights in many fields of modern high

energy physics and lead to a better understanding of the laws of nature.

CERN
Site de Prévessin

Si te}e Meyrin

Figure 1: CERN and the LHC.

Transverse Feedback systems (TFB) are an essential part of each high energy circular particle

accelerator, regardless if proton [2—-4], heavy ion [5, 6], electron-positron storage ring [7, 8] or



a synchrotron light source [9, 10] to name only few.

Their task is to stabilize high intensity beams by suppressing any transverse instabilities
driven by machine impedance [11, 12], reduce transverse motion induced by external perturba-
tions [13, 14], or preserve emittance of the injected beam by rapid damping of injection oscillation
transients [15, 16].

Working on these systems requires broad interdisciplinary skills and knowledge, for example,
beam dynamics, analogue electronics, digital electronics, Radio Frequency (RF) engineering, high
voltage systems, vacuum systems, high intensity beam interaction with the machine to name only

few.

With the arrival of very powerful programmable digital electronics more than two decades
ago, the data and signal processing hardware is no longer the limiting factor to the complexity of
implemented algorithms and digital signal treatment. This opened completely new possibilities for
transverse feedback systems in accelerators. The damping or stabilizing function of the transverse
feedback is no longer the only service these systems are expected to provide. The TFBs are used
now for example, for beam cleaning [17-19], real time transverse activity monitoring and instability
detection [20] as well as beam transfer function measurement [21]. Transverse feedback can be
a source of controlled machine impedance, allowing for special measurements such as direct
Landau damping strength measurement [22], impedance measurement of individual accelerator
components (e.g. low-impedance collimators) by means of high precision tune shift detection
techniques [23] or impedance measurements of insertion devices in light sources by the grow-
damp method [24]. With full-resolution beam position data now available in digital form [25],
the focus has shifted beyond the core feedback functionality (which remains necessary) toward

added-value services aimed at enhancing accelerator performance and operation.

Engineers working on transverse feedback systems need to thoroughly understand digital signal
processing techniques to be able to identify their potential for TFBs, and the data provided
by them. With modern digital technology, it is possible to extract the key parameters of the
accelerator and the TFB itself from the TFB internal data streams. Such work involves also

system design and digital signal processing which are subject of this thesis.



Chapter 1

Current state of the problem

1.1 TFB principle of operation

In Figure 1.1 the key components of a transverse feedback system are outlined. At the
injection point where the beam is received from a previous accelerator using a transfer line, there

are transverse oscillations launched around the target orbit due to imperfections in this process.

The beam position is measured every turn by one or more position monitors composed of a
coupling device to the beam (pick-up) and signal conditioning electronics [26, 27]. This combi-
nation is often referred to as a beam position monitor or a beam position measurement module
(BPM).

A correction signal is then calculated based on the position data and transformed to the
point in the accelerator where the transverse kicker is located such that the overall phase in the
feedback loop is negative and the loop is stabilizing the beam. In the early days, the calculation
of feedback signals was fully analog, using filters and delay lines, often hundreds of meters [2, 28],
or even a few kilometers long [29]. The time alignment of the processing chain delay T;gq to
the beam time-of-flight T}, between the position monitors and the transverse kicker is a crucial
factor for the transverse feedback to work correctly. Fixed cable delays are not compatible with
accelerating beams, so complicated tricks needed to be implemented to cope with a decreasing

time-of-flight delay Tyeqr during the energy ramp [30].

If multiple beam position monitors can be installed in the machine with an ideal 90° betatron
phase advance between them, the required feedback phase can be obtained by (analog) vector

combination of the two (or more) position signals creating a “virtual pick-up”[31].

The correction signals are finally amplified and fed to kickers which deflect the beam and

close the feedback. When a lower deflection voltage and high bandwidth is needed, typically
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Figure 1.1: Principle blocks of a transverse feedback system in a circular particle accelerator.

terminated strip-line kickers and solid state amplifiers are used (e.g. [32]). If a high deflection is
needed e.g. for highly relativistic beams, high power tetrode based amplifiers feeding unterminated

E-field kickers are often used (e.g. [33]).

The availability of the first fast analog to digital converters and digital memories immediately
allowed for the replacement of the bulky fixed cable delay lines and introduced the possibility for
the TFB to follow the accelerating cycle. For example, at CERN's Super Proton Synchrotron,
these efforts date back to the beginning of the 1980s [34-36]. With advancements in digital
technology in the 1990s the next natural step was to introduce full digital signal processing with

digital filtering [37].

In hadron machines, bunch length is comparable with the length of the RF bucket. In smaller
synchrotrons, this is typically hundreds of nanoseconds. Digital low-level RF systems therefore
can sample the passing bunch at many points and can easily detect an intra-bunch motion. If
such a TFB is equipped with pickups and deflectors with sufficient bandwidth, an intra-bunch
feedback can be realized to stabilize the head-tail motion. Bunch length in the largest syn-
chrotrons is typically nanoseconds, but modern multi giga-sample per second digital systems and
GHz bandwidth amplifiers and kickers allow us to also realize intra-bunch feedbacks capable of

stabilizing head-tail motion of such short bunches [38].

Today's digital technology offers virtually unlimited resources for advanced signal processing

and data storage.



1.2 TFB technology, key parameters, and their determina-

tion

Key TFB parameters are the closed loop gain, feedback phase and loop delay. Their adjust-
ment and monitoring is essential for correct feedback operation. However, for machines like the
LHC, only the correct operation of the TFB is not enough, we must achieve optimal (and beyond)
operation [39, 40].

Transverse feedback systems were introduced in the early days as a remedy against resistive-
wall transverse beam instabilities (due to the increasing beam intensity). Back at the time, the
engineers had identified which were the key parameters of the TFB and they designed procedures
to adjust them [7, 9, 29, 41-44]. Nevertheless, they did not have the means to directly measure, or
determine these parameters. The TFB setting-up involved a lot of indirect methods, observation
of beam losses while scanning parameters, finding the loop stability limit by monitoring the

transmission, and some "educated guesswork" or gut feelings.

Loop delay settings, for example, are an important factor contributing to the phase margin
of transverse feedback systems [7]. In particular, the loop delay is directly related to the usable
bandwidth of a TFB, that is, the maximum frequency f,,... The phase shift Ay introduced by
delay mismatch AT at a given frequency, is described by the formula

Ap = 360°AT . (1.1)

Considering a feedback system which is designated for and operated up to 100 MHz, as for
the CERN Proton Synchrotron Booster (PSB) [45], one obtains from (1.1) a maximum allowed
delay error of 0.25ns to not exceed an acceptable phase error of 10°. This means that all delays
contributing to the control loop, such as cable connections, RF amplifier components, or signal
and filter processing delays, must be known and adjusted with a high degree of accuracy, otherwise

the anticipated TFB performance might not be reachable.

As an added complication, continuous adjustments of a TFB's loop delay are required within
the acceleration cycle, to compensate for the propagation delay changes as particles are getting
faster. This problem was addressed as early as in the 1960s. First TFB control loops were built
which used switchable coaxial delays for automatic delay compensation [46—49] as the beam was
accelerated. The implementation in 1977 was based on hard-wired Emitter Coupled Logic (ECL)
gates, and allowed variable delays of 2.7 ns discrete step size, and a 9-bit digital control word [47].
The same technology was exploited for the PSB [44], and further improved for a step resolution
of 1ns. This implied that the tolerance of the delay adjustment had to be further improved to
better than a fraction of a nanosecond in order to reach the target bandwidth.



At the time, having had no other means to evaluate the overall loop delay, each individual
component of the TFB signal chain needed to be measured. Its group delay and other electrical
parameters were entered into a table. The total loop delay was worked out manually. Each row
contains data about one system element, evaluated for both planes. These listed values had to
be determined to within a fraction of a nanosecond since the table was used to calculate the final
values for the fixed and variable delays to be programmed into the hardware. This method relied
on systematic and accurate measurements of each and every contributing delay and other system
parameters, making it quite labour intensive and prone to all sorts of errors. This is what we call

the "Spread-sheet method", which was used for many years.

Later methods of measuring the loop phase and delay involved external instruments such a
Vector Network Analyser (VNA). A VNA is an active device that measures complex transfer
functions of a system. The instrument injects a sinusoidal excitation and measures the frequency
response in a complex format. The VNA can be used as a standard RF instrument to measure
transfer functions of individual RF devices (TFB building blocks, like amplifiers, cables, or filters),
or an overall transfer function of the entire TFB system including the beam. As an example,
Figure 1.2 shows two measurements of a circulating beam in the CERN Super Proton Synchrotron
(SPS) accelerator using a classical VNA to estimate the feedback parameter settings of an active
transverse feedback. The measurements presented were made in the early ~2000's, and the

method has not evolved much since then.

Measuring the system transfer function through the beam provides a basis for evaluating TFB
parameters and performance, but many problems remain. The beam circulating in the machine
must already be stable without the feedback, which is not always the case. In cycling machines,
the beam circulates for only a few seconds (as little as 500 ms in the injector chain, up to 14s
in the larger synchrotrons). In the PSB, the time required for a meaningful measurement is at
least 100 ms. As the PSB cycle does not include a period when the machine is not accelerating
(so-called flat top), it required preparation of a special magnetic cycle dedicated for TFB VNA
measurements [50]. The creation of a dedicated machine cycle means additional work for the
operators to configure, adjust, and verify the accelerator and all necessary components — time-

consuming and cost-intensive tasks.

Another problem arises from the noise floor of the VNA instrument and its dynamic range. To
obtain only remotely usable readings, many circulating bunches must be excited in order to obtain
a sufficiently high return signal for the VNA. However, transverse feedbacks are essential for stable
accelerator operation and TFBs are one of the first systems to be set-up. Large machines like the
LHC are typically not able to handle more than a few circulating bunches at this stage. In case

of the LHC, this is typically 5 to 8 individual bunches (out of 3564 possible) of very low intensity

1Taken from [1], section 14.3.2 on page 100. The images are reproduced in their original quality as provided
in the publication.



(a) Horizontal plane @20 MHz (b) Vertical plane @20 MHz

Figure 1.2: Use of a VNA to measure the beam transfer function with active TFB?.

(< 1/10 of maximum). A train of nominal intensity bunches is unstable without a fully functional
TFB. The use of a VNA to measure the TFB parameters is therefore extremely delicate at this

point in time.

The use of the VNA technique in the LHC suffers from another problem - the LHC is the largest
particle accelerator ever built. With a circumference of 27 km, one turn takes 88.9 ps at almost the
speed of light. The circulating bunches must be evenly spaced around the machine circumference
to provide the VNA with regular repetitive response signals, otherwise it cannot measure anything
useful within the frequency point measurement window. Increasing the measurement time does
not help, since prolonged exposure of the beam to the VNA excitation causes it to oscillate in the

lattice, rapidly increasing its transverse emittance, and quickly losing the beam at the collimators.

VNA measurements are typically destructive to the beam, very time consuming, and do not
provide the required accuracy. The interpretation of the results is not easy because the VNA
measures not only the TFB but the entire accelerator. For example, the VNA method was
used to set-up and validate the TFB in the PSB accelerator (see Figure 1.3, showing incorrect
loop delay setting and incorrect feedback phase configuration). If the system was already in a
reasonable state (e.g. the beam position monitor gain was adjusted, and the coarse cable delays
were reasonably trimmed), setting it up for one beam type easily took a whole day. The VNA
method, with many minor improvements is used at the LHC, but it still takes a full 8 hour shift
to set up and validate the TFB performance here. With operating costs of 42'000€ per hour?

and extremely scarce machine time, this is definitely not ideal.

In the CERN PS Booster, after the VNA measurements with dedicated cycles, also the phase
scan measurements were performed, to validate the TFB system performace [50]. The TFB was
set in closed loop mode and for a given accelerator tune the feedback phase was scanned over
the entire range from 0 to 360 degrees. The beam transmission was measured over the plateau.

Phase scans allowed identification of an optimal loop gain as well as evaluation of the feedback

2Assuming 1.1 billion CHF allocated resources for 2009-2012, 9 months of LHC operation per year, and an
exchange rate of 1 CHF=1€.



Example Incorrect Fixed Time Delay Example Incorrect Loop Phase

90° 90°
120° 60° 120° 60°
0.02
150° 30° 150° 30°
180° 0° 180° 0°
210° 330° 210° 330°
240° 300° 240° 300°
270° 270°
(a) Incorrect delay (b) Incorrect phase

Figure 1.3: Adjustment of loop delay and feedback phase in the PSB using a VNA [50]. Left: the resonant
lobes overlap but do not point towards 180°. Right: both resonant lobes deviate evenly from
the target value (180°).

phase margin. An example of the performance insight obtained is shown in Fig. 1.4. In this
example, the loop phase was scanned before and after the loop delay optimisation. It visually
illustrates how incorrect delay (and its contribution to the phase error, see (1.1)) can result in
reduced phase margin and hence sub-optimal performance of the TFB system, as assessed by
measuring and evaluating beam transmission. It is worth noting that one measurement point is
one machine cycle, so it is an extremely time-consuming validation process. An important point
to note here is that if there is no transmission (as for example in Fig. 1.4 where the value along
the y-axis dropped below 100 % for certain TFB Phase settings), the beam will be lost in the
machine. This inevitably increases the radiation exposure of the accelerator components, which

should always be kept as low as possible.

Since the tune in the PSB is dynamically changed during the cycle, the digital TFB system
was designed with the ability to program the feedback phase along the cycle. Depending on the
accuracy of the pre-calculated function, this guarantees optimal performance at any point in the
cycle. Phase scans were repeated for several horizontal tunes spanning the current PSB operation
working range, from Qu = 4.10 to 4.40. This step made it possible to validate the correctness
of the phase mapping as a function of the tune in the hardware. Excellent agreement between
the measurements and the simulation was observed (see Fig. 1.5), however it took several hours

of machine time to obtain all the data for this graph.

We can use modern signal processing techniques and methods to quickly and accurately
measure the overall TFB performance. This allows us to optimize the TFB system, compensate
for hardware imperfections, dynamically reconfigure the TFB performance through the machine
cycle, provide individually tailored TFBs for different bunches, or sub-sets of bunches in the fill,

and many more.



Transmission as a Function of Phase Transmission as a Function of Phase
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Figure 1.4: Evaluation of PSB beam transmission as a function of TFB feedback phase. Left: initial setting.
Right: after loop delay adjustment with the VNA.
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Figure 1.5: PSB transmission measurement as a function of machine tune and TFB phase setting. The

white trace corresponds to the mapped horizontal tune as a function of the phase.



There is a strong need to research and introduce novel methods that will allow the TFBs to
be set up in an accurate, scientific, fast, and efficient way. Novel methods, which will ideally not
rely on any external instruments, but should fully utilize the potential of the TFB's digital signal

processing hardware. Topics of this thesis.

1.3 Analogue and digital signal processing for TFBs

The TFBs act as a closed-loop feedback systems, taking the measurement of the instantaneous
beam position as input and feeding a kicker that acts on the transverse momentum. The measured
quantity (position) and the actuator action (momentum) are not of the same kind, so a conversion
from position to correction kick requires some transformation. Historically, this has been achieved
through various techniques [7, 29, 42, 51-53]. The sensors had to be positioned in the accelerator
lattice such that the total phase shift between the sensor and the kicker provided the position
to momentum conversion. However, this is not always possible. In [29, 54], one solution to this
utilized two independent position sensors spaced 90° apart in the lattice. Their output signals
formed in-phase and quadrature components that could be combined in an analogue domain to
provide the desired vector rotation. Beneficial to this, the actuator position in the lattice is no
longer constrained to a favourable phase advance position, which relaxes some machine design

constraints.

With the introduction of the first generation digital technology, it became possible to use very
simple digital filters to process the sensor data. In 1984, the three pioneers at CERN, Bossart,
Lambert and Louwerse introduced a very simple digital finite impulse response filter made out
of hard-wired ECL gates, multipliers and adders. The filter was tested in the SPS [49, 55]. The
demonstrator worked, but the idea was ahead of the available 8-bit technology — the resolution was
not sufficient for operation in the accelerator [56]. Years later, an improved logic was implemented
in a Field Programmable Gate Array (FPGA) [57]. The digital system made it possible to
overcome some of the limitations of earlier analogue technology, such as temperature dependence,
immunity to noise and interference, non-linearities, dynamic parameter reconfiguration, loss-less

data transmission over long distances, and others.

State-of-the-art particle accelerators require state-of-the-art transverse feedback systems.
With machines like the LHC and its injectors, machine optics change on the fly, TFB perfor-
mance is critical, and feedbacks are operated at the stability limit defined by processing delay and
the gain/phase margins. There is a strong need for research and adoption of novel signal pro-
cessing methods that make it possible to extend the tune acceptance range, minimize processing

delay to allow for higher gains or margins, design signal processing methods that allow dynamical

10



reconfiguration as the machine accelerates the beam through the cycle. Topics that this thesis

will cover.

1.4 Extraction of valuable machine parameters from TFB
data

Modern TFBs are based on powerful digital technology. The system has digital information
available about the bunch by bunch, turn by turn beam position for all bunches and a history of
turns, all from several independent sensors distributed in the machine (in LHC four sensors per
beam per plane, 16 in total). In addition, the digital systems can synthesize virtually any signal to

excite the beam using the same deflectors already used for the transverse feedback functionality.

Fully digital transverse feedback systems are a game changer. Suddenly, extremely valuable
information about the accelerator and the circulating beam could be made available to the
machine operators and accelerator scientists. Availability of the bunch by bunch and turn by
turn position information opens completely new possibilities for the extraction and monitoring
of machine parameters. Thanks to powerful, modern computing systems, these can even be
extracted in real-time. With a good understanding of signal processing theory and techniques
and the availability of powerful technology, we can go even further. Get the real-time data from
the TFB, process it by computation-intensive algorithms and use it for various real-time feedbacks
in the machine. As an example, the available data was used to demonstrate the proof-of-principle

direct measurement of the Landau damping strength in LHC [22].

Tune is a critical machine parameter, precise knowledge of which is essential for accelerator
operation. In high-intensity machines, where collective effects play an important role, the tune is
not only a function of the magnetic lattice, but also of the beam intensity, the machine impedance,
and the interaction between the beams via the wake fields. The LHC can accelerate up to 2808
bunches distributed in 3564 possible positions. Typically, the beam circulates in a form of tightly
spaced bunch trains. Up to 288 bunches per train can be injected into the LHC. Additional tune
shift is introduced by the beam itself, with a different value for each individual bunch in the
train. The effect can be caused by beam-beam effects (so called Pacman bunches)[58, 59], by
machine impedance [60, 61] or by electron cloud [62]. In order to operate machines like the LHC,
it becomes important to measure the bunch by bunch tune, something unprecedented until now.
The problem is even more difficult since the measurement must be accurate to a resolution of at
least 10~3, preferably 10~

Tune measurement, in a regime of strong damping by an active transverse feedback system is
a challenge even for the regular LHC tune measurement system called BBQ [63, 64]. Due to the

11



analogue way of measuring the tune by the BBQ system, it is not possible to measure the tune for
individual circulating bunches. With some gating in the RF domain, an average tune value can
be obtained for a group of consecutive bunches [65]. However, measuring bunch by bunch tune
values by traditional RF methods is unattainable. The TFB has digital information about the
transverse position of each bunch, so using the TFB data to measure and extract the tune is an
attractive idea. Similar to the BBQ, even digital bunch by bunch tune measurement in a strong
damping regime is very challenging, especially for FFT based algorithms (e.g. SUSSIX [66]), or
curve fitting tools. There is a strong interest in researching and developing novel methods that

allow extracting bunch by bunch tune information in real-time with a resolution of 1073 or better.

Topics that this thesis will address.

1.5 TFB status monitoring

An important aspect of TFB operation is constant monitoring of the system status. A well-
known wisdom says: complex systems break in complex ways. When operating machines such as
the LHC or its injectors, complex problems are the order of the day. Typically, it is not immediately
apparent what the root cause of the emerging or already existing problem is. In such situations
the operations group contacts the equipment experts with a request to verify that their system
is functioning well. Answering the famous operator’s question /s the damper damping? is more

difficult than it might seem.

There is a strong interest in exploring and introducing a simple, well-defined parameter, a
single number, or defining a simple method (that can be automated), which makes it possible to

answer this question — Yes, the TFB is functioning well, and the damper is damping.

A subject that is addressed by this thesis.
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Chapter 2

Research objectives

In line with the analysis of the current state of the problem and the work motivation, the

research objectives for this thesis are stated as follows:

Objective #1:
Identify and describe relevant parameters affecting the transverse feedback performance, such

as: loop gain, feedback phase, delay, processing noise.

Research and propose signal processing techniques and analysis algorithms that allow evaluat-
ing and quantifying the identified parameters. The method should also be applicable to automatic

performance verification while the machine is operated with beam.

Objective #2:

Investigate and define methods to measure and set up the key feedback parameters represented
by open and closed loop gain, feedback phase, loop delay. The method should be fast (in order
of machine turns) and preferably not destructive to the beam. The results should be accurate
and easy to objectively interpret. The results should be usable directly for automated transverse

feedback setting-up.

Research and propose required signal processing techniques and analysis algorithms to perform
the TFB set-up, using exclusively the TFB system without external instruments and available

observables within.

Objective #3:

Research and propose methods and required signal processing techniques to extract vital
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accelerator parameters in real-time, from observables available within the transverse feedback
system, at least bunch-by-bunch machine tune, damping time, injection errors, or injection kicker
waveform. Investigate the feasibility of these measurements from the injection transients (or

active excitation) and from passive observation of the circulating beam.

Objective #4:

Investigate the computational complexity of the proposed methods and signal processing
techniques and evaluate how they could be realized for the respective accelerator (e.g. real-time
processing in TFB FPGA, real-time processing in high-performance computing system, suitable

only for offline processing).

Objective #b5:

Research and propose advanced signal processing techniques to obtain a transverse feedback
system that is more robust to variations in machine parameters, especially larger tune acceptance.

Focus on FIR methods capable to compensate frequency dependent phase variations.
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Chapter 3

Methods

To investigate the methods and techniques necessary to achieve Objective #1, a comprehensive
system model must first be created [9, 67]. This chapter begins by breaking down the TFB
into individual blocks, for which we develop detailed mathematical models. These models will
be analyzed to determine their contributions to the overall TFB function, assess key parameters,
identify which TFB blocks can be simplified or omitted for analysis, and define the critical blocks

and parameters needed to meet the objective.

Building upon this foundational modeling, key system parameters associated with the TFB
will be identified and elaborated upon within the context of controls engineering, aligning with

Objective #1.

Additionally, this chapter will discuss methods for reconstructing the transverse phase space,
introducing new algorithms for both spatial and temporal analysis. These methods will pro-
vide valuable insights into the system’s dynamics. The exploration of transverse phase space
reconstruction represents a significant contribution of this thesis, as it is essential for fulfilling

Objectives #2 and #3, thereby enhancing the understanding of the field.

Subsequently, the focus will shift to the extraction of TFB parameters, including gain, phase,
and delay, alongside accelerator parameters such as bunch-by-bunch tune and damping time.
This extraction is made possible by the data obtained from the reconstructed transverse phase
space. The sensitivity of the algorithm to noise will also be evaluated as part of Objective #1,

outlining further requirements for the data quality of the available observables from the TFB.

Finally, this chapter will conclude with an assessment of the computational complexity asso-

ciated with the methodologies, in line with Objective #4.
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3.1 System modeling

The aim is to obtain a simplified representation of the overall TFB system and all of its
components. The simplified model makes it possible to derive stability constraints and to identify
a controller that ensures that the dynamic system and the overall system function in a stable

manner.

Figure 3.1 illustrates the situation in a concise block diagram. Considering the use of an em-
bedded digital controller suggests the introduction of two domains, one of which is the continuous-
time domain covering analogue systems and the beam model in the Laplace domain. On the other
hand, all operations performed digitally are best represented in the z-domain, or equivalently, the
discrete-time domain. Transitions between domains are included in the sensor block and the

actuator block, respectively.

X[n] _| Controller y[n]
Hc (€")
Y Digital,
discrete-time,
_____ Sensor [ | Actuator |  zdoman
Hs(jQ) HA(jQ) Analog,
continuous-time,
4 s-domain
Beam |
x(t) G(s) y(t)

Figure 3.1: Feedback loop

The digital controller calculates the necessary control signal from the sensor input and feeds
the actuator that manipulates the beam. ldeally, the sensor does not change the information that
it collects. It exhibits a constant gain within the frequency band of interest, along with a constant
signal delay that is independent of frequency. The transverse beam motions x(¢) are monitored
in such a way that the sensor's output represents the position of each individual bunch, and is
readily converted into a discrete-time sequence x[n|. This data stream is fed into the digital
controller to calculate a correction signal y[n]. The actuator, in turn, converts the information
into a continuous-time deflection signal y(¢), which acts back on the beam. Just like the ideal
sensor, the ideal actuator also has a constant gain and a linear phase over the desired frequency

range.
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In the following it is shown that the beam model G(s) can also be modeled as a discrete-
time system G(z), a notation best suited to signal processing techniques. This is based on the
assumption that the sensor and the actuator can be simplified to a pure continues-to-discrete

and discrete-to-continuous converter — this will be addressed in the following sections.

3.1.1 Beam representation in z-domain

Although the beam is essentially an ensemble of discrete particles, its ‘macroscopic properties'—
or directly observable phenomena—are best described in the continuous-time domain. However,
the beam moves close to the speed of light, while observations, for example with beam position
monitors, are stationary (ignoring ground movements). Those position monitors basically ‘sample’
the passing beam, and thus generate a discrete-time representation. Therefore, the parameters

of interest are optimally described using the concept of discrete-time signal processing.

Starting with the equation of motion from equation (??),

z(s) = A/ f(s) cos (P(s) + ) . (3.1)

Here (3(s) is the optics [-function, a location-dependent parameter that accounts for the
magnetic guidance field at a longitudinal coordinate s. The magnetic field also defines the
oscillation phase, 1 (s). Initial conditions are given by the peak oscillation amplitude A and
an initial phase ¢. In the following notations a dependence on the longitudinal coordinate s is

omitted for simplicity.

The first derivative of (3.1) with respect to the longitudinal coordinate follows directly as

— =4(s) = —A% [acos (¢ + @) + sin (¢ + ¢)]. (3.2)

Here 2’ is the slope of the particle trajectory along the longitudinal direction. The parameter

«v is another Twiss optics function describing the magnetic lattice.

The equations (3.1) and (3.2) describe the particle motion through the magnetic guidance

field. Rewriting them as a vector, X, one gets,

X = (;f) . (3.3)

The dependency of the Twiss parameters can be eliminated by applying a linear transformation.
The linear operator, denoted as A, is a function of the azimuthal location s that maps the vector

X to the state vector x:
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x = X, (3.4)

This mapping provides a representation of a state vector that is independent of local amplitude

functions. With the operator of the form

ro=— (L ). (35)

the state vector therefore simplifies to

Az

Considering the trigonometric form of (3.6), this suggests introducing a complex notation for
representing x in two-dimensional space. Equivalently to,
x= A(cost) + jsinty) = Ael?, (3.7)
where the initial conditions of the transverse oscillations, the oscillation amplitude A and the
initial phase ¢, have been combined in a complex phase vector (phasor?),
A=Al (3.8)

If the complex oscillation amplitude at a location s; is known, i.e.

x| = Ael¥t, (3.9)

then the oscillation condition at any other point sy follows from

Xo = Ae?V? = AelV1FP21) (3.10)

Here the machine-dependent phase advance ®,; between the two locations, s; and s, has already

been found in Chapter ??7. It is given by the definite integral

Dy = 2 %, (3.11)

which rewrites with (??) to the difference in phase advances

Poy = (s2) = ¥(s1)- (3.12)

1 Throughout this book a phasor shall refer to a complex constant, i.e. C' = |C] e/?.
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The values for the phase advances can be obtained directly from optics simulations or extracted

from dedicated measurements.

Since a particle exhibits an exact number of QQ oscillations during a complete turn, it follows

from (?7) for the phase advance over one turn,

(1321 = 27TQ (313)

Inserting (3.13) into (3.10) and including the constant phase value %; in the initial phase

leads to a representation for the state vector and the n-th turn,

x[n] = Aes?™" n > 0. (3.14)

The previous equation describes a discrete-time complex exponential sequence. It represents

the sampled transverse beam oscillations observed at a single location and for every turn.

Since the absolute value of the complex exponential function in (3.14) is unity, the sequence

is stable in magnitude, and its initial oscillation amplitude |A| is preserved (see Figure 3.2).

[, 1
QISR

Figure 3.2: A transverse displacement (blue) converts into slope (red) with a phase lag of 7/2.

A more general form of this sequence is described in [68, Chapter x, Equation(y.z)| as

x[n] = Aa"uln], (3.15)

where A is a phasor (see (3.8)) and with a complex base, «,

a = |af e, (3.16)

In (3.15) the unit step sequence u[n| follows from

1, n>0
= ’ - 3.17
ufr) {0’ " (317)

to take into account that no oscillations exist for n < 0.

The equivalent first-order difference equation of (3.15) is given by the recursion formula
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x[n] = axn — 1] n > 0. (3.18)

Introducing the z-transform [68], defined by the Z {-}-operator?,

ZAxn]} = Y xn] 27" = X(2). (3.19)
and applying it to (3.15) yields
X(z) = 2{«n]} = A |af* eorzm, (3.20)

The preceding equation requires the definition of a region of convergence (ROC) for which

the sum is finite, i.e. the sequence is absolute summable. The necessary condition is therefore

Z laz!" < 0. (3.21)
n=0

This inequality is only fulfilled for values of |z| > |a]. If one restricts the evaluation of (3.20)
to the region of convergence, it follows with the general solution of a power series that the infinite
sum can be expressed in closed form as

1
1—azt

Xz)=A 12| > |af . (3.22)

The properties of this remarkable compact equation will be explored in more detail below.
The rational function has a single pole at z = « (see Figure 3.3), which corresponds to the fact
that the time sequence is complex-valued: the convention used in (3.7) and (3.3) attributes the

real part of x[n] as the transverse displacement and the imaginary part as the slope.

The amplitude value A in (3.22) is a linear scaling factor, while « characterizes the behaviour
of the oscillation. The value of |A| defines the magnitude of the oscillation amplitude for n = 0.
The complex factor e’ determines the initial ratio between displacement versus slope. For
example, a phase value of ¢ = 0 starts the oscillations with maximum displacement. On the
other hand, if the angle is equal to ¢ = 7/2, then the trajectory has no offset, but is maximally

inclined.

Since |a|™ in (3.20) is an exponential sequence, it is the base value |a| that defines the

resulting sequence. That is, if || > 1 then the sequence values increase as n increases. If

IHere the bilateral transform has been chosen, which eventually leads to the unilateral z-transform when the

signals are causal.
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Figure 3.3: Pole-zero plot and ROC for (3.22) in the complex z-plane. The function has a single pole,
denoted by 'x’, and a zero at the origin, denoted by 'o. The dotted circle represents the unit

circle, z = eI%.

0 < || < 1, then the sequence values decrease with increasing n. The oscillation remains stable

in the case |a| = 1.

The oscillation frequency is determined by the argument of «, which is defined as wy in
(3.16). Analogously to (3.14), it is a complex exponential sequence that oscillates with frequency

wo = 2wQ as n increases.

The sequence x|n| completely describes the transverse state for each sample n. The state
variables = and 2’ thereby are represented by the real and imaginary parts. The beam propagates
through the magnetic guidance field of the accelerator, which applies focusing forces to prevent
the beam from diverging. This in turn causes an oscillation that continuously converts transverse
displacement into slope and vice versa (i.e. the trajectories of a free-running undamped system
are circles). The previous derivation showed that the single pole in the z-plane characterises a
complex sequence x[n]. If the roots of the denominator in (3.22) consisted of a pair of conjugate
complex poles, then the resulting sequence would be real-valued, i.e. the imaginary part would
always be zero. However, the transverse position still oscillates which is obviously a non-physical

behaviour.

Furthermore, transverse deflecting devices act solely on the slope of a particle’s trajectory
(trajectories must be continuous at all times; a stepwise displacement at an infinitesimal short
longitudinal distance requires either infinite energy—or transverse teleportation). Accordingly, all

manipulations that also represent a physical meaning must be made for the imaginary part only.

A note on the convention of the principal coordinate system (see Chapter ??, page ?7?), a

positive displacement commutes into a negative slope (positive angular frequency in clockwise
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direction). However, by defining a linear mapping as in (3.5), the direction of rotation also
changes. This leads to the conclusion that — for the signal processing part — a positive displace-
ment commutes to a positive slope. This conforms to the general convention in signal processing

and engineering that a positive angular frequency rotates in counter-clockwise direction.

With the above, and to get an input-output relationship for a simplified beam model, let us
now revisit the rational function X(z) in (3.22). It has a single complex-valued pole at z = «,
which corresponds to the fact that the sequence x[n] is also complex-valued. It represents the
simplest form of an Infinite Impulse Response filter (IIR), as outlined in Figure 3.4. Thereby,
the convention used for Eq. (3.3) attributes the real part of x[n] as transverse displacement,
y = R{x}, and the imaginary part as the trajectory’s slope. Accordingly, in Figure 3.4 the beam

position monitor (or pick-up) extracts transverse displacement as y[n] = R{x[n|}.

The action of a kicker only changes the particle’s slope. Consequently, in Fig. 3.4 the real-
valued input sequence 6[n] is first multiplied by the imaginary unit j = v/—1 and subsequently

added to the complex-valued sequence x[n].

KICKER PICK-UP

8[n] y[n]

h<
)
N
p—
N
L
5]

Figure 3.4: Simple beam model in z-domain.

The overall beam transfer function G(z) can therefore be expressed as

G(z) = L) :jl( ! 1 ! _1). (3.23)

2\1—az" _1—a*z

Here, o and a* are the two conjugate complex poles of G(z). It is worth noting that the
second pole seen at the output, Y (z) = G(2)X(2), is the result of the pick-up and its ability to

only detect transverse position.

Equation (3.23) can be expanded and rewritten as

: -1
Glz) = 7SI Wy 2 (3.24)

1—2rcoswyzt+1r2z"2
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which makes it evident that due to the term 2!

in the numerator the output sequence is readily
delayed by one sample, corresponding to the fact that a response to a transverse deflection at a

particular longitudinal position is visible only after one turn.

In Eq. (3.24) the parameter r determines whether the oscillation at frequency wy is stable
(Ir] < 1), steady (|r| = 1), or unstable (|r| > 1).

Taking into account an arbitrary phase shift ¢pyy between the kicker and the pick-up, i.e. by
extending the pick-up output such that y[n] = R{z[n] - ¢’*PU} one obtains more generally as
beam transfer function
rsin(wp + ¢py) 271 — r?sin ¢py 272
1—2rcoswyz=1+1r2z2

G(z,¢py) =

(3.25)

As can be seen from Eq. (3.25) the introduction of a betatron phase advance ¢py between
pick-up and kicker has no impact on the position of the poles (the denominator is unaltered). In
fact the required phase shift is established solely by an additional zero in the numerator, moving

on the real axis of the z-plane as the phase angle changes.

3.1.2 Sensor model

This section is about identifying an analytical model for a transfer function between the transverse
beam position as input to a sensor and the generated output. The transverse feedback systems
of the LHC and the SPS are designed to measure bunch-by-bunch transverse displacements and
damp oscillatory movements by means of fast electric field kickers. In order to detect the time-
varying beam position the signals of individual bunches are processed in analog and digital [69, 70],

generating one position reading per bunch per turn.

The design criterion for position signal processing is to have one position reading per bunch,

that is, one sample spaced every T5.

Independent treatment of bunches does require no cross-talk between adjacent bunches, a
parameter known as inter-symbol interference (ISI). This restriction limits the continuous-time

response of the sensor's analog system, ¢(t), to zero at adjacent sampling points, i.e.,

g(kTs) =0; VkeR". (3.26)

If this condition is fulfilled then each bunch position can be treated independently by the
feedback control as there is no coupling term added in the analog processing chain. At this point
it is worth noting that the time limit on the impulse response, as required by (3.26), implies that
the frequency response of the entire analog system must extend beyond the sample repetition
rate fs = 1/Ts.
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Figure 3.5: Evaluation of the TFB sensor performance.

In the following we analytically evaluate the performance of the sensor’'s beam position sig-
nal processing scheme for normalized longitudinal bunch profiles \(¢) and transverse oscillation

patterns x(t) as test inputs (see Figure 3.5).

For comparison, the true motion of the center-of-charges z, given as

7= / 2O dt, (3.27)

for different excitation frequencies is tested against the digital representation of the beam nor-

malized transverse position x[n], as calculated by the LHC TFB beam position sensor.

The block diagram in Figure 3.6 outlines the signal processing chain of the LHC beam position
measurement hardware. Beam-induced signals in a pickup go through an analog processing chain
before being synchronously converted to digital in analog-to-digital-converters (ADC). An FPGA
calculates a normalized position for each individual bunch from the data streams. This value is

independent of the intensity per bunch or the longitudinal bunch shape.

Local oscillator Bunch
synchronous
400.TMH2 clcick
7/8" coaxial
transmission line

500-700m
__ A IN A 5 COMB T OUT
FILTER
Stripline pickup
I beam 180°
- HYBRID

FPGA N AZ
¥ normalized

1 \J

__ B IN B COMB A QUT
A FILTER
Pickup signal processing
crate

Beam Position module

Figure 3.6: LHC beam position hardware signal processing scheme for Run | and Run Il (taken from [69]).

24



¢ Va(t)
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Figure 3.7: BPM coupler type pick-up with constant coupling.

Analog processing scheme

The electromagnetic field generated by a circulating bunch with normalized longitudinal profile
A(t) and total charge ¢ interfaces with a stripline type beam position monitor (BPM), thereby
inducing a signal into two opposing electrodes (denoted A and B), whose amplitude depends on
the transverse position z(t) with respect to the vacuum chamber, and the pick-up geometry d,
(linear approximation for small amplitudes). See Figure 3.7 for a simplified graphical represen-
tation. The mechanical design of the stripline electrodes achieves a characteristic impedance of

50 €2 and no matching network is needed. The BPM output voltage follows from,

Vag(t) = Zr /t (1 + xc(iz)) ~g\(T) - hgpm(t — 7)dr, (3.28)

with Zr as the transfer impedance, and hppy(t) the impulse response of the BPM.

Since the BPM for the configuration of the LHC TFB is short-circuited at the downstream
end of the electrode, the beam signal induced at the upstream end is eventually completely
reflected. The reverse signal returns after the roundtrip time T, = 2L/c with negative polarity

at the upstream port. The resulting impulse response of the BPM (assuming v = ¢) therefore

hgpm(t) =6 <t + %) -4 <t - %) : (3.29)

Here, §(t) denotes the Dirac-Delta distribution which has the well-known properties, 6(¢) = 0
for t #0, and [, 6(7)dr = 1.

follows as

Note that (3.28) denotes a convolution integral of the longitudinal bunch profile with the
pick-up response. The position information is encoded in the signal amplitude, which is AM

modulated, with a strong common signal.

The peak voltages of the two electrodes can easily reach up to 400V in the LHC for full

intensity beam. This voltage is sufficient to transmit signals from the beam line in the underground
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tunnel to the surface electronics using low-loss coaxial transmission lines of identical length. The
transmission line attenuates the raw pick-up signals to levels acceptable to the hybrid and adds

a dispersion to the pulse response, represented by hcoax(t).

The first element at the surface is a 180° hybrid. It combines the transmitted signals V4
and V3 into a sum signal ¥, which is common to both pickup electrodes, and it generates the
difference or A-signal. The sum signal represents the longitudinal profile of the beam, i.e. the
bunch shape and the number of charges, while the delta signal contains additional information

about the transverse position.

Assuming an ideal hybrid, i.e. no crosstalk between the outputs, then
[VA(t) + VB(t)} , (3.30)

[Valt) — Vs(t)] . (3.31)

A special type of bandpass filter, called a comb filter, shapes both the sum and the delta
signal in the time domain into a well-defined wavelet [69]. The filter response is designed for
a time-limited rectangular window of less than 25ns, shorter than the nominal bunch spacing,
to ensure no mixing between adjacent bunch signals. These filters have a center frequency of
400.8 MHz, which corresponds to the LHC RF frequency.

LHC comb filter

0.5r

1

o

-0.5})

Normalized Amplitude/ a.u.

in
out

0 5 10 15 20 25 30
Time/ns

Figure 3.8: Bandpass filter response

The bandpass filter output (denoted with a tilde), applied for the ¥ signal in (3.30) by
inserting Eq. (3.28), results from

Vs(t) = gA(t) = hpu(t), (3.32)

where
hou(t) = V2Zr - hgpu(t) * hooax (t) * hep(t). (3.33)
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Equation (3.33) represents the cascade or convolution (here and hereafter referred to with as-
terisk notation) of impulse responses in the time domain, including the beam transfer impedance,
the signal gain by v/2 in the hybrid, and passive linear elements that shape the response in time

and frequency domain.

Similarly, the A signal output follows from Eq. (3.31) in combination with Eq. (3.28) as,
~ x(t
Va(t) = (ﬁ : q/\(t)) x hpy(1). (3.34)

These equations (3.32) and (3.34) describe the underlying formalism in the time domain, the
effects of which are visible in the frequency domain. Namely, the convolution in the time domain

leads to a multiplication in the frequency domain, or

Vs (jw) = qA(jw) - Hpy(jw). (3.35)

On the other hand, multiplication in the time domain as within (3.34) leads to a convolution
in frequency domain. Therefore,
S X(jw : .
Vati) = (T gAGie) ) -t (i) (3.36)
For the case of a sinusoidal excitation with X (jw) = 0(£w,), the previous equation states

that a transverse oscillation causes a shift in the spectrum of the longitudinal bunch profile to

the carrier frequencies at +w,,

- 1 ) .
Va(iw) = A [j(w £ w,)] - Hpu(jw). (3.37)

As shown in Figure 3.6, the Beam Position Module uses a set of mixers to demodulate the
bandpass filtered signals into in-phase and quadrature components (1/Q pairs for A and 3). This
is followed by optimized Gaussian low-pass filters, which suppress image frequencies and shape

the system response to minimize output ripples.

The baseband response of the in-phase component, which has even symmetry, is obtained
by multiplying by ¢(t) = cos(wpot). In contrast, the quadrature component, which has odd
symmetry, is obtained by multiplying by s(t) = sin(wrot).

Therefore, from (3.32) we get for the Y-signal after low-pass filtering:
Is(t) = ks [gA(t) - c(t)] = g(2),
Qx(t) = ks [qA(t) - s()] * g(t),

where signal level adjustments and other coefficients are combined into a single scalar, ks, and
with

(3.38)

g(t) = [hpu(t) - c(t)] * hp(t). (3.39)
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Figure 3.9: Frequency response of hpy(t) - ¢(t) and lowpass filter hyp(t).
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Figure 3.10: Sensor response function. Left: time domain. Right: frequency domain.

Equation (3.39) states that the response function of (3.33) is demodulated into baseband
and then lowpass filtered by hyp(t). A graphical representation of this relationship in frequency

domain is shown in Figure 3.9.

At this point it is worth noting that the shape of the baseband response of (3.38) is completely

defined by ¢(t) and only its amplitude is a function of the demodulated longitudinal profile.

An assessment of the sensor response function g(¢) in both the time and frequency domains

is presented in Figure 3.10.

Similarly, 1/Q demodulation of the bandpass filtered A signal provided by (3.34) gives the
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following:

i =k { (52 00) et | - 900,

ast =t { (52 0x)) -s(0 } < g0

Here the order of multiplication is important: (1) transverse position modulation z(t), (2)
demodulation with ¢(t) or s(t).

(3.40)

Similar to the baseband response defined in (3.38), the shape of the baseband response
in (3.40) is determined solely by g(¢). However, in this case, the amplitude also depends on the

excitation frequency and the longitudinal profile.

Digital position calculation

A total of twelve beam-synchronously clocked analogue to digital converters sample the |/Q pairs

and provide a digitized sample per bunch and signal[70].

The normalized bunch position is given by taking the ratio of the A-signal to the Y-signal,
Xy = A/%, which is independent of the intensity per-bunch. A more elegant way was found by

expanding the ratio mathematically with the conjugate complex X%,
AYs ALY

= —= = ) 3.41
MTEE T gp (3:41)
By introducing the two phasors, A = A-¢/® and ¥ = B - /%,
A= Acosa+ jAsina = In + jQa,
(3.42)
Y= Bcosf3+ jBsinf = Iy + jQx,
we rewrite (3.41) in I/Q components provided by the sampling,
_ Ials +QaQs | Qaly — IaQx (3.43)

J
Is* + Qx? I + Qx?

For perfect alignment of the two phasors (i.e. & — 5 = 0), the first term maximizes in (3.43).
Only the real part of Xy is used as position input in the TFB, while the imaginary part provides

an indication of head-tail activities and asymmetries in the longitudinal bunch profile.

Simulation Model

Due to the sampling of the continuous-time signals, where only one value is selected, it can be
shown that the convolutions in (3.38) and (3.40) can be simplified to definite integrals. Conse-
quently, the described analytical model can be further refined into a more practical implementation

that is essentially independent of hardware parameters:
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1. The time-varying transverse position signal across a bunch and the longitudinal beam profile

are multiplied by two fixed frequency signals in quadrature,

c(t) = cos (wot) ,

(3.44)
s(t) = sin (wot) ,
where wy/(27) = 400.8 MHz for the case of the LHC TFB.
2. The longitudinal profile is demodulated to the baseband as
() = [eoA) .
(3.45)

3. With the delta signal, the longitudinal profile is first modulated with the position signal

and then demodulated into baseband, as indicated by

A (3.46)
Ont) = / sz (O dt
4. Finally, the normalization algorithm implemented in the LHC TFB follows from,
Inls + QAQ
oy = Jals +QaQx (3.47)

(1) + (@)
3.1.3 TFB controller

In transverse feedback systems, a phase adjustment is typically necessary to convert a beam
position signal from a pick-up into a momentum correction signal used by a transverse kicker [7,
29, 42, 51-53]. In larger synchrotrons, pick-ups and kickers can often be positioned such that
the betatron phase advance between them allows the signal to be directly applied for feedback
without further phase adjustments. However, these optimal locations are not always available
for installing a dedicated monitor, and the required phase advance may change in machines with

cycle-dependent optics.

The following analysis aims on identifying potential solutions for transverse feedback phase

adjustments using short finite impulse response (FIR) digital filters and one or more pick-ups.

The ultimate goal could be stated as follows: determine the slope of a particle's trajectory at
the position of the kicker, to be able to counteract oscillations by correcting its trajectory (i.e. the

transverse momentum p,) on a turn-by-turn basis.
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Given that — at the time of writing — there is no technique known which allows to directly
measure transverse momentum, it requires an indirect method to obtain the slope via position

measurements.

By recalling that a pick-up measures the real part (see Figure 3.4) it becomes obvious that
if the sequence is phase rotated, by —90° or —7j, then the corresponding slope is returned as

position, ¥, seen by the pick-up:
yp = R{—jz} =R{—jy+y}t =y (3.48)

This procedure allows for two possible interpretations to realize the phase rotation: (a) Spatial
phase shift, and (b) Temporal phase shift.

Spatial phase shift

Technically speaking, equation (3.48) means nothing else than to physically place a pick-up
at betatron phase advance —90° with respect to the kicker. This is the simplest form of a
transverse feedback. The correct phase shift required between the position measurement and
application of the correction kick can be obtained by integration into properly selected positions
in the accelerator lattice. However, such a scheme makes the optics design, TFB and accelerator

operation complicated as there is no flexibility in any of the parameters.

pu[n]
g g pz[n]=
o o
ol o
[ [ —
SR —
¢ P

Figure 3.11: TFB signal processing using two pickups spaced exactly by /2 (or close to) betatron phase
advance. Sampling is once per turn per bunch passage, the structure is implemented for every

individual bunch.

The problem can be overcome by using two beam pickups, which are conveniently placed in
the lattice to have an ideal 7/2 betatron phase advance between them. The two orthogonal com-
ponents can be used to rotate the measured position vector by any phase by simple multiplication
as illustrated in Fig. 3.11, often referenced to as Pick-up Vector Sum:

yr[n| = p1[n]br + p2[n]by = p1[n] cos ¢ + pa[n]sing (3.49)

where ¢ is the required phase rotation angle.
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For the combination of two pick-up signals that have a phase advance different than 90°
a more general solution has been already formulated in Ref. [53], as Pick-up Vector Sum. As

detailed therein, the two pick-up mixing coefficients follow from

1 (cos(Adgrm) _ sin(Adgrm)
bio=—= 3.50
1277 ( cos(Ag/2) | sm(Ae/2) ) (3.50)
where A¢ = ¢ — ¢1 describes the phase advance between the two pick-ups, and with
+
Adgrm = —31Qs + ¢ — i 5 s : (3.51)

The fractional tune is denoted as ()¢, and ¢;, ¢2, and ¢}, are the betatron phase advances
at pick-up and kicker locations with respect to some fixed reference. Equation (3.51) is readily

taking into account a one-turn delay and the phase shift of the notch filter.

Temporal phase shift

During one complete revolution a particle exhibits a precise number of oscillations, thus if the
fractional tune @)y is 0.25 then a phase rotation of 90° is achieved between consecutive turns.

By reconsidering (3.48) we can exploit this as
yoln] = R{jaln — 1]} = I — 1, (3.52)

which states that the position ¥, at turn n represents the negative slope, —y', of the previous

turn, n — 1.
In reality, a fractional tune close to the quarter integer resonance is usually not very practical.

Using more complex digital filters, a TFB can be realized with a single pickup placed at any
location in the lattice. The correction kick would be calculated from data acquired from one
location, but over a number of turns. The Hilbert transform, which provides two orthogonal
vector components—commonly referred to in signal processing as the in-phase / and quadrature
@—is typically used, followed by a phase rotation. The scheme is often referred to as a Hilbert
phase-shifter. A typical TFB architecture (for one pickup) using this principle with the Hilbert
transform realized by a finite impulse response (FIR) filter is depicted in Fig. 3.12. The method
is not limited to one pickup only. Any number of pickups can be processed in parallel and the
resulting correction kick is obtained as a sum of individual pickup contributions. The Transverse
Feedback System in the Large Hadron Collider is typically operated in this mode using 4 pickups

per beam per plane.

Using the Hilbert transformer coefficients [71] and phase rotation terms, the FIR filter coef-

ficients will be:
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Figure 3.12: Typical signal processing for single pickup feedback using Hilbert phase shifter (7-taps). Sam-

pling is once per turn per bunch passage, the structure is implemented for every individual
bunch.

2
b, = —sing for n odd
™

= (0 forn even (3.53)

=cosy for n=0,
where ¢ is the required phase rotation angle between pickup and kicker:

¢ = ¢ — ¢1 + Q (THitbert + TNotch + TOther) - (3.54)

Q) is tune, ¢ and ¢y, are the betatron phase advances at pick-up and kicker locations with respect
to some fixed reference, Tyipers is group delay (in turns) of the used Hilbert filter (in the example
of Fig. 3.12, Thimert = 3), Tnoten i group delay (in turns) of the used notch filter (in this example

TNoteh = 0.5) and Tope, is other hardware or algorithm specific processing delay (in turns).

The frequency response of the Hilbert phase-shifter must be taken into account when using
this method. Short filters exhibit a non-negligible ripple in the response that can be detrimental
for certain values of fractional tune. Longer filters have a flatter response, but introduce more
delay into the feedback loop. Operating close to integer, or half-integer tunes is practically
impossible. As multiple samples from a number of consecutive turns are used for every correction

kick calculation, pickup measurement noise is partly reduced.

The longer processing delay of the Hilbert phase-shifter method with respect to the Vector
sum method limits the maximum feedback loop gain, the tune acceptance range is also narrower.
Nevertheless, the Hilbert phase-shifter method is very popular in modern digital TFBs as it
provides flexibility, it is easy to follow machine parameter evolution during the accelerating cycle

(tune, optics change) and if multiple pickups are used it also provides an operational redundancy,

as such a TFB can run with a single pickup only.
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TFB signal processing in the Large Hadron Collider

A simplified block diagram of the digital signal processing of the LHC transverse feedback is shown
in Fig. 3.13. The TFBs for each beam (1/2) and each plane (H/V) use four pickups located in the
arcs around the former interaction point 4 (IP4), and their tetrode power amplifiers and deflectors
are located in the LHC radio-frequency zone at IP4. Due to the TFB complexity, technical
functionality is split into two modules. Beam position measurement is realized by a dedicated,
very low noise beam position measurement module (BPM) providing a 1 Gbps datastream of
one position sample per bunch per pickup passage (one data point every 25ns) [72]. The BPM
module interfaces to the RF signals from the pickups, adjusts the input gain to optimally measure
bunches of all intensities used in LHC (from 1 x 10° to 4 x 10! charges per bunch) and performs

position normalization with respect to bunch intensity.
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Figure 3.13: Simplified block diagram of the LHC transverse feedback signal processing. Two redundant
signal processing units drive four sets of power amplifiers and kickers. Adjustment of parameters

shown in color is critical for TFB performance.

Four digital streams of normalized beam positions are sent over fiber optic links to the digital
signal processing module. In this module, the streams from all pickups are synchronized, and
a notch filter is applied to suppress the closed orbit information. With a beam synchronous
sampling clock, the notch filter also suppresses all other static signals, errors and imperfections
seen by the beam position module and extracts only the oscillatory component relevant for
TFB operation. Therefore, beam synchronous sampling and the notch filter relaxes already very

demanding requirements for BPM electronics.

The LHC TFB has both previously mentioned signal processing schemes implemented: one
Hilbert phase-shifter for each pickup controlled by a real-time function, Vector sum mode for pairs
of pickups controlled by a real-time function, and an FIR filter with programmable coefficients

for any other operational mode (e.g. the Komppula filters). The standard mode of LHC TFB
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operation is phase-shifter mode for each pickup, as it is compatible with fast damping times (10-
15 turns) and it can follow the dynamic LHC optics in real time (filter coefficients are recalculated
and updated approximately every 12 turns). Four pickups per beam per plane provide quadruple

redundancy.

The LHC TFB signal processing supports four independent feedback loops (“activity masks”
in Fig. 3.13), where groups of bunches (within one turn) can be in real time assigned to loops with
different dynamics, or other feedback features. Separate loops are used for example to treat the
main LHC physics beam differently to the group of non-colliding, so called witness bunches which
are needed for accelerator operation. Bunches can have strong damping of injection oscillations

and then be handed over to a regular loop with lower gain.

The signal synthesis blocks generate signals for beam cleaning, white, or colored noise for
controlled emittance blow-up, or AC-dipole like excitation for optics measurements. Signals can
be injected into any of the four feedback channels. Each of the four outputs has individual pre-
distortion filters to shape the signals and compensate the power system transfer function. Signals
can be generated with a large bandwidth to, for example, manipulate single bunches within a 25 ns
spaced bunch train, or provide an “ideal” bunch by bunch damper. Reduced bandwidth provides
high strength kicks e.g. to use the TFB as AC-dipole excitation to probe dynamic aperture, or
to generate a sustained 1 MW beam losses on primary collimators for the purpose of a magnet

quench test.

3.2 TFB Parameter ldentification

In the field of controls engineering, the relationship between the closed-loop transfer function
and the open-loop transfer function is well established. This relationship can be expressed as a

function of frequency w:

OL (w)

CL(w) = 1200 W)

(3.55)

In the context of a transverse feedback system, the open-loop transfer function is defined as:

OL (s) = GHs(s) Hc(s) Ha(s) . (3.56)

Here, OL (s) represents the combined transfer function of the beam, represented as G, along

with the sensor, controller and actuator [73, 74].

For the system to maintain closed-loop stability, it is essential that the denominator of Equa-

tion (3.55) does not equal zero. This leads us to the stability criterion, which must be satisfied:

35



GHs(s) Ho(s) Ha(s) < (—1). (3.57)

To describe the overall feedback system more comprehensively, we can express it in the

following form:

Hg(s) Ho(s) Ha(s) = K - e/¢T+orx), (3.58)

By substituting Equation (3.58) into the stability criterion outlined in Equation (3.57), we
derive the conditions necesarry for stability:

G- K <1 (3.59)

arg{G} + Wl + ¢px = —7 % tol. (3.60)

The key parameters that significantly influence the gain and phase margins, and consequently
the overall stability of the feedback loop, include the loop gain K, the feedback phase ¢px, and
the total loop delay wT'. Knowing the actual values of these parameters throughout the machine
cycle, and making precise adjustments are essential for optimizing the performance of the TFB.
In the context of this thesis, these parameters will be systematically evaluated in the following as
a part of the objectives #2 and #3.

3.3 Transverse phase space reconstruction

The following section aims in defining signal processing techniques and analysis algorithms
which will allow to evaluate and quantify the parameters identified in Objective #2 and #3, from

observables available within the transverse feedback system.

The LHC transverse feedback system provides bunch by bunch, turn by turn, normalized and
digitized beam position signals from up to four pick-ups per plane and for each beam. Together
with already existing powerful computer-based observation systems, this data can be used to
reconstruct in real-time the transverse phase space coordinates of the centre-of-charges, for each
individual bunch. Such information is extremely valuable for machine operation, or transverse

instability diagnostics.

This section introduces methods of combining four position signals for such analysis in the

presence of noise and with active transverse feedback.
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One considerably useful representation of transverse motion is the use of phase space coordi-

nates, readily described in Ref. [75] as an analytic signal x[n], expressed as,

z[n] = y[n] + jy'[n]. (3.61)

Here, the transverse normalized phase space coordinates y[n] and y[n] represent normalized

position data respectively the corresponding normalized slope values at turn index n.

For the analytic evaluation, we implicitly assume that the beam is centred in the pick-ups and
we observe betatron oscillations, i.e. (y)? + (y')? = const. Furthermore, for our assessment, we
shall use a damped, complex-valued harmonic oscillator as beam model, which provides for the

k" beam position monitor at the n'" turn the phase space coordinates as follows,

zx[n] = Age 7% (ar-e77*0)" . (3.62)

Here, Ay and ¢y, are initial conditions, a accounts for an amplitude decay and wy = 27Q)s

represents the angular frequency at the fractional betatron tune Q).

In order to satisfy Eq. (3.61), and by acknowledging that the ADT Beam Position Monitors
readily provide normalized readings, we are looking for indirect methods to obtain slope samples

from beam position measurements.

In the following, we evaluate two methods for combining beam position data of four LHC pick-
ups, identified as a spatial and a temporal phase shift in Section 3.3, Ref. [76]. The first combines
the information of several beam position monitors based on their longitudinal distribution in the
accelerator, the later relies on processing the history of recorded beam position data using filter

kernels.

3.3.1 Spatial method

This method relates the data measured by two or more independent beam position monitors
at different longitudinal azimuths. Fig. 3.14 outlines the case for N = 2 signal sources. For
this method, the beam position monitors should have a betatron phase advance ideally between
60° < (¢ — 1) < 120°.

For the case of the LHC ADT, the data provided by individual beam position monitors yx[n] are
meticulously time-aligned during setting-up, with index n corresponding to the same bunch data
at the same turn. Therefore, using the “Pick-up Vector Sum” algorithm from Equation (3.50)
it can be shown that, choosing appropriate mixing coefficients a;; and ai,, the position signal

yr[n] in Fig. 3.14 of a virtual beam position monitor can be constructed, such that
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Figure 3.14: Spatial phase space reconstruction: in-phase term y;[n] and quadrature component yg[n]
calculated from vectorial rotation and combination of two beam position sequences z1[n] and

xa[n].

yr[n] = anyi[n] + arzya[n]. (3.63)

Equivalently, applying the same approach of pick-up signal mixing, and by taking into account
an additional 90° phase advance compared to the virtual beam position used for Eq. (3.63), we

obtain the representation of the slope, yg[n], described as

yoln] = anyi[n] + azya[n]. (3.64)

The pair of Eq. (3.63) and (3.64) represent Cartesian coordinates, describing the reconstructed
phase space for an arbitrary longitudinal position. It is a convenient practice to chose the ADT
kicker position as reference for the phase space reconstruction. By using the same longitudinal
reference this technique is further expandable for using multiple beam position monitors — four
in the case of the LHC ADT - as shown in Fig. 3.15.

We therefore obtain an analytic signal zg[n| = y;[n]+ jyg[n] as the reconstructed normalized
transverse phase space based on a scalar combination of real-valued position sequences, yx[n],

using

xg[n] = ho[n] * Z (a1 + jasg) - yen]. (3.65)

The asterisk operator () represents the discrete-time convolution of the weighted BPM
signals with an additional finite impulse response (FIR) filter of impulse response hy[n], allowing
shaping of the input noise. When no filter is used, this method has zero group delay and therefore

it is suitable for applications requiring low latency.
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Figure 3.15: Spatial combination of four beam position streams.

3.3.2 Temporal method

Referring to Equation (3.52) [75], this reconstruction method obtains the slope signal as the

90° phase rotated version of the position data utilizing digital filters.

In order to reconstruct the analytic signal in Eq. (3.61) we are looking for a solution that
allows to transform a sequence of position samples, y[n], into a sequence of corresponding slope

samples, i.e.
y[n] = L{yln]} (3.66)

Thereby, the operation denoted by L{-} in Eq. (3.66) is commonly known as Hilbert transform

and is explained for example in Ref. [68].

A more practical approach can be found by noticing that y/'[n] is the 90° phase-rotated version
of y[n]. This phase shift can be generated by simple means of digital filtering — as it is already

been done in the feedback phase controller [76].

Figure 3.16 shows how the phase space is reconstructed by means of two individual digital
filters. The two branches with filter kernels h;[n] for the in-phase component, and hg[n] for the
quadrature component generate two quadrature output signals, named y;[n] and yg[n], which
can be combined to a final analytic signal, representing a reconstruction of the transverse phase

space,

cln] = yrlnl + jyoln] = yln] * (hi + jhe) - (3.67)
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Figure 3.16: Phase space reconstruction using two digital filters.

As an intermittent research result, elaborate filter kernels including DC suppression were
defined, tuned for the fractional tunes of the particular plane, to attenuate out-of-band signals.
Examples of filter kernels for fractional tunes used in the LHC transverse feedback systems are
listed in Table 3.1. With only five coefficients these filters are usable with possible damping times

of 10 turns or less.

Table 3.1: Filter kernels LHC.

(a) Horizontal, Qf = 0.275 (b) Vertical, Q; = 0.31
hiln] - heln] hiln] — heln]
-0.1837  +0.0447 -0.1322  +0.1136
-0.1224  -0.4922 -0.1983  -0.4542
+0.6122 +0.0000 +0.6612 +0.0000
-0.1224  +0.4922 -0.1983  +0.4542
-0.1837  -0.0447 -0.1322  -0.1136

As outlined in Fig. 3.17, bunch-by-bunch data y.[n] provided from individual Beam Position
Monitors passes through a pair of matched filter kernels, denoted as h;[n| as hg[n]. The filters’
even and odd symmetric impulse responses generate in-phase (/) and quadrature output signals

(@), which can be combined afterwards thanks to an identical group delay.

It is worth noting that the calculated FIR filter output pairs readily represent phase space
coordinates at the longitudinal position of the corresponding monitor. Therefore, to aggregate
four pick-ups to an arbitrary longitudinal reference location, the individual output vectors need
to be aligned before summing their contributions. This is done by a vector rotation, ¢y, towards

a common longitudinal position (e.g. to the location of the ADT kicker).

The analytic signal x7[n| = y;[n] + jyg[n] obtained from the temporal method can therefore
be described as,

wr[n] =Y (yeln] * (hiln] + jholn]) €%%) . (3.68)
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Figure 3.17: Temporal phase space reconstruction using matched digital filters h;[n] and hg[n] on the input

data stream yy[n] of four Beam Position Monitors.

With a short 5 taps kernel length, these filters are tuned to exhibit nominal transmission at the
fractional tune for the corresponding plane, rendering them applicable for a tune range exceeding
+0.02 around the target tune [75].

The suggested methods in Section 3.3 are both valid candidates for reconstructing the trans-
verse phase space in real-time. With the spatial method being attractive for the analysis of fast
beam transients, for example during injection transients and with 5turns damping time, both
methods profit from the suppression of out-of-band noise using filter kernels which improves the
SNR.

Potentially, more elaborate filter response functions can be designed to lower the SNR even

further, for instance by processing the beam position data of 100 to 1000 turns.

3.4 TFB parameter extraction

We describe a method for feedback parameter extraction, as required by Objective #1. This
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method is based on transverse excitations generated by the kicker of a TFB. It involves recon-
structing the transverse phase space using digital filters for each individual pick-up, as detailed
in Section 3.3. The analysis is conducted entirely in the time domain, without any conversion to

the frequency domain.

For our analysis we recall 3.61, an analytic signal xz[n] which describes the evolution of a

particle in normalized transverse phase space coordinates

zln] = Ag e (a-e790)" . (3.69)

For simplicity we assumed that the particle motion is dominated by active damping (see also
Ref. [77]), thus reducing the analysis to linear optic effects of the magnetic guidance field and
exponential amplitude decay. Equation (3.69) describes a damped harmonic oscillation at turn
index n, with angular frequency wy and a decay factor, «, and with initial amplitude and phase
denoted as Ag resp. ¢g. Note that the negative exponents preserve the direction of rotation in

normalized phase coordinates (positive phase — clockwise; downstream).

In order to extract essential parameters of a transverse feedback system from bunch-by-bunch
beam data we shall consider the case of a beam in a steady state — any transients have settled

— which has been excited transversely by the TFB for less than one turn (illustrated in Fig. 3.18).
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Figure 3.18: Transverse phase space plot (normalized) at the position of a pick-up. A transverse deflection
commutes from the location of the kicker to the coordinates of the pick-up by a fixed phase

angle (denoted as ¢g), with subsequent turns advancing in phase by the fractional tune (Ap =

27Q).

42



3.4.1 TFB gain

We define the transverse activity, A[n], as the magnitude of the vector x[n],

Aln] = abs{z[n]}, (3.70)

which is a measure of the instantaneous oscillation amplitude in the normalized transverse phase

space.

From Eq. (3.69) it follows that,
Aln] = Apa™ (3.71)

with the magnitude Aq defined by the initial excitation amplitude of the transverse deflection at
turn n = 0. If A[n| decreases over time then the transverse activity is considered to be damped,

whereas growing values provide an indication of transverse instability.

By noting that the change in amplitude per turn in Eq. (3.71) is constant and defined by the
decay factor & = e/, we can derive the decay time 7, from the transverse activity. This is

done by comparing two time instances, n; and ns, using the following equation:

T4 = (g —ny) (log A[nﬂ)_l (3.72)
a=(ng —mn . :
Alno]
In control systems, the damping time 7, is inversely related to the product of the damping
ratio ( and the natural frequency w,,, expressed as 7, = Cw% This relationship is fundamental

in understanding how feedback influences system dynamics, particularly in terms of response
speed and stability [78]. For weak internal damping, this relationship can be further simplified to

Ty = % where K is the feedback gain.

Rearranging this equation allows us to express the feedback gain as a function of damping

time:

K== (3.73)

Td
For a detailed analysis of the effect of damping feedback on a second-order system, we refer

to Appendix ??, where we derive the relationship discussed.

3.4.2 TFB phase

As shown in Fig. 3.18, in the very same turn when the kick (7/2 or +j) has been applied,
i.e. n = 0, the betatron phase advance between kicker and pick-up effectively transforms the

transverse deflection in normalized coordinates, thus leading for the initial condition of Eq. (3.69),

d0 = 5 — arg{a[0]} (3.74)
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More generally, according to Eq. (3.82) we notice that any subsequent beam oscillations
recorded by the pick-up will advance by the fractional tune. We can therefore determine also for
later turns an initial phase, ©[n], from the argument of the analytic signal by including a linear

phase term,
T

. 127Q-n
Y[n] = 5 arg{z[n] - /*"9"} . (3.75)
From this we instantly obtain the phase advance between the kicker and the pick-up by

averaging over M consecutive turns,

C=L % . (3.76)

3.4.3 TFB delay

For the stability of a TFB it is essential that kick signals are well aligned with the time of arrival
of the bunches. In the following we derive a method which aims on quantifying the kicker delay
offset.

We now consider the case of a kick signal which is modulated in amplitude over one turn.
Thereby, a sinusoidal kick waveform with M periods per machine turn is sampled by a bunch
with index k depending on the time of arrival at the location of the kicker. The resulting bunch

oscillation magnitude, described as,

21 M
Ay = Ay - cos (FT k4 2mM - n) , (3.77)

is then recorded as betatron oscillation decay at a downstream pick-up. Here, the harmonic
number h represents the maximum number of buckets per turn, and a delay offset factor, n =
AT /TRey, defined as the ratio between the kicker delay offset, AT, and the revolution period,
TRev-

If this kick exercise is repeated with two phase-shifted versions of the modulation signal in
quadrature, denoted as A; and Ag, we can reconstruct an |Q-footprint of the traversing bunches
at the kicker as,

X[k, n] = Aflk,n] + jAg[k,n] . (3.78)

As can be easily verified, bunches are equally distributed around a circle with constant radius.
Therefore, unwinding the phase response of Eq. (3.78) by taking into account a linear position-

dependent phase term,

pln] = arg{x[k,n] - e ™M/} (3.79)
and averaging over populated bunches and N turns results in,
| Nl
0= N Z plm] =27tM -n. (3.80)
m=0
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Since n = AT /TRey it follows for the delay offset:

0
AT = —— TRey - 3.81
oM R ( )
It is worth noting that the offset factor in Eq. (3.77) is weighted by M, thus increasing the
sensitivity to delay offsets. Ultimately, if M = h then the resulting phase in Eq. (3.79) depends

solely on the delay offset factor.

3.5 Accelerator parameter extraction

Objective #3 calls for investigation and proposal of methods and required signal processing
techniques to extract vital accelerator parameters from observables available within the transverse
feedback system. The parameters of interest would be bunch-by-bunch machine tune and damping

time. The data or results should be preferably available in real time or immediately after injection.

3.5.1 Bunch-by-bunch tune

The single-turn excitation transients described in Section 3.4 provides us sufficiently large oscil-
lation amplitudes for a duration of several of turns (typically 5 - 100, depending on the requested

feedback gain), to extract the turn-by-tune.

By rewriting Eq. (3.69) as recurrence formula we obtain the coordinates for consecutive turns
by evaluating
z[n] = x[n — 1] - ae 70 | (3.82)

As can be seen, after a turn the sequence has advanced in phase by Ap = wy = 27Q). There-

fore, by taking the ratio over two consecutive turns we can express the per-turn or instantaneous

Qln] = iarg{w} | (3.83)

C2r x[n]

fractional tune, Q[n], as

It is worth noting that Eq. (3.83) allows for correctly characterizing the fractional tune to be

below or above the half-integer resonance.

3.5.2 Damping time

Equation 3.72 already describes the bunch-by-bunch damping time, which can be extracted from

transverse activity data.
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Chapter 4
Results

In this chapter, we present the results of our research, which aims to verify and validate the

methods outlined in Chapter 3.

To address Objective #1, we implement a brief transverse excitation of a bunch using the
TFB kicker, which results in controlled beam oscillations and we employ numerical simulations

and particle tracking code to assess whether this method is detrimental to the beam.

The Measurements section focuses on analysing results obtained from real beam data col-
lected during the LHC 2024 commissioning. The data, recorded with the assistance of the TFB
observation systems, is utilized for a comprehensive verification of the described methods. This
is followed by detailed measurements aimed at evaluating the sensitivity of each method to varia-
tions in parameters. Objective #2 involves the evaluation of TFB parameters, while Objective #3
pertains to accelerator parameters. Both objectives are thoroughly analysed in the context of the

LHC TFB, with results presented from data collected during the regular machine start-up.

The subsequent section addresses Objective #4, demonstrating the practical application of
the proposed methods. We detail the real-time extraction of transverse activity for each individual
bunch, a metric introduced by this study that has become increasingly significant for machine

operation.

Finally, the concluding section of this chapter is dedicated to advanced signal processing
techniques and digital filter design. Here, we present our findings related to Objective #b5,
which focuses on enhancing the robustness of transverse feedback systems in the context of tune

variations.

4.1 Measurements
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In this section, measurements obtained from real beam data during the LHC 2024 run will
be utilized to verify and confirm the described methods in Sections 3.3, 3.4 and 3.5, as well as
to identify areas for improvement. By comparing the actual data with the expected results, any

discrepancies will be highlighted.

4.1.1 Method verification

During the regular machine start-up following the year-end technical stop (YETS 2023/24), the
LHC was carefully prepared with circulating beams as part of the transverse feedback commis-
sioning process. This preparation aimed to ensure the proper functioning of all TFB components

and to optimize performance for the upcoming run.

As part of this effort, measurements were taken with both beams filled with 12 witness
bunches and two batches of 72 bunches. Witness bunches are strategically placed in specific
bucket locations with intentionally reduced TFB gain. This setup is crucial because it allows the
LHC tune measurement system (BBQ) to reliably detect the machine’s tune, even in the presence

of a strong transverse feedback system and its highly sensitive beam position monitors.

The two sets of 72 nominal bunch trains were each configured with standard TFB gain to
achieve nominal damping times. Importantly, all TFB settings were carried over from the previous
2023 run, facilitating a seamless transition into the 2024 operational phase. The settings were
not guaranteed to be the most optimal nevertheless. By default, the TFB was active during

injection and the flat bottom plateau to preserve the beam's transverse emittance.

Phase space reconstruction method

For the analysis, experimental data was collected in April 2024 from the eight ADT processing
modules, with two systems per plane and per beam. The dataset includes information from four
pick-ups. Figure 4.1 displays the data acquired by the ADT observation system, where each color
represents raw data from a single pick-up, labeled Q7 to Q10, corresponding to the quadrupole

magnets where they are installed.

The data points indicate the normalized transverse position information recorded by the asso-
ciated beam position monitor (see Section 3.1.2). At the system's sampling rate of 40 MSPS (or
25 ns per sample point), the equivalent record length of the x-axis is approximately 13.1ms. The
y-axis is represented in 16-bit encoded signed binary codes, allowing for a value range of [—32 768,
32767], corresponding to a transverse beam movement in the TFB pickups of £1.5mm (+1.70
at injection energy and +6.8 ¢ at flat top).

Notably, based on the data in Figure 4.1, the mean beam position of pick-up Q7 (blue trace)

is not well centered, unlike the other three pick-ups. A well-centered beam in the pick-up is crucial
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to avoid potential saturation issues with the ADCs during large transverse beam excursions, which

may occur for example during the setting-up phase of the injection system.

Upon carefully inspecting the raw traces, one can observe a low-amplitude oscillation, or
‘wiggle’, present during the first 60 turns. This is active short, controlled excitation at the
beginning of the record, generated by the ADT controller and applied to the beam using the
ADT kicker.
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Figure 4.1: Raw data from four pick-ups captured by the ADT observation system, totaling 524 288 samples

per data stream.

A detailed snapshot of this excitation is shown in Figure 4.2. The green trace represents the
transverse positions recorded during the first three turns. At turn number 2, the ADT triggers
a precisely timed single turn excitation (orange trace), which lasts exactly one turn, or 3564
samples. As shown, the excitation amplitude drops to zero before the position data of turn 3 is

recorded.

Time synchronization with the circulating beam is important, to ensure that the response is
truly representing an impulse response function. Additionally, periodic waveforms are intentionally
selected, like the cosine excitation pattern shown with N = 1 (number of oscillation periods per
turn), to ensure that the mean excitation voltage is zero. The applied excitation waveform
discharges the kicker to zero voltage within the same turn when applied, thus the AC coupling

of the ADT power system does not pose a problem.

49



In this demonstration, we observe that for the selected cosine excitation with N = 1, the

deflection voltage for the circulating bunches in the machine remains nearly at full scale.
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Figure 4.2: First 3 turns of pick-up data with cosine excitation pattern (N=1) applied during the second

turn.

Since unpopulated bunches with zero intensity do not provide position readings, the recorded
data retrieved from the ADT observation system primarily consists of zero values. Out of 3564
buckets, there are 12 + 2 x 72 = 156 populated bunches. This means that less than 5% of the

recorded 524 288 samples contains actual information.

To better visualize and process the data, we first reorganize the vector of continuous readings
into a two-dimensional format with dimensions turns x buckets. In our example, this would
result in a matrix of size 147 x 3564, with some unused samples at the end. However, in the
current implementation of the ADT observation system, the record does not start with bucket 0,
which means we need to drop some samples also at the beginning. As a result, the matrix shape
becomes 146 x 3564.

Next, we focus only on the buckets that contain bunches with an intensity above a preset
threshold value. This refinement alters the matrix dimensions to turns x bunches, which, for
the purpose of this demonstration, evaluates to 146 x 156 per pick-up. With this setup, we
can visualize the time evolution of each individual bunch on a turn-by-turn basis, as illustrated

in Figure 4.3 for the data from one pick-up and 156 bunches. As shown, the applied one-turn
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excitation causes all bunches to oscillate coherently lower than 0.05 o, while the TFB action

subsequently dampens this oscillation over approximately 20 to 60 turns.
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Figure 4.3: Analyzing single pick-up data: Bunch-by-bunch turn-by-turn position over 146 turns. Baseline
offset is due to the beam not centered in this pickup and slightly drifting. The excitation

amplitude is very low, 1000 codes on vertical axis corresponds to 0.05c movement.

Each of these bunch-by-bunch traces is now analyzed according to Eq. (3.67), and the results
are utilized to reconstruct the transverse phase space plots. Figure ?? presents the application of
the two reconstruction filter kernels detailed in Section 3.3, Table 3.1. Notably, in comparison to
Figure 4.3, both traces demonstrate a zero mean position. This outcome is a direct result of the
notch filter implemented in the FIR filter kernels, which effectively mitigates unwanted frequency

components.

The filtered one-dimensional turn-by-turn input data is now prepared for visualization as
a two-dimensional transverse phase space plot, as shown in Figure 4.5. As anticipated, the
feedback action plays a crucial role in the dynamics of the system, resulting in the reconstructed
traces exhibiting a pronounced spiraling behaviour toward the center over consecutive turns. This
spiraling effect indicates the system's stabilization process, where the feedback effectively reduces
deviations from the desired trajectory (closed orbit). We are particularly interested in analyzing
these traces, as they contain valuable information about the feedback system, its performance,

and specific parameters that influence the accelerator operation.
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Figure 4.5:
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Figure 4.4: Filtered | and Q components plotted after the decay of filter transients.
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Transverse phase space plot reconstructed using single pick-up data and 1/Q filtering.
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Figure 4.6: Transverse phase space analysis: amplitude (top) and corresponding phase plots (bottom).

Transverse Activity and Damping Time

By using the reconstructed phase space as input data, Equation (3.70) quantifies the transverse
activity in terms of instantaneous oscillation amplitude, or envelope (represented by the blue and

orange traces).

The left plot of Figure 4.7 evaluates the transverse activity over time for Witness bunches
(blue traces) and Main bunches (red traces). A visual inspection of this figure reveals two clearly
separated clusters, indicating different damping regimes. This behaviour is expected, as we have
Witness bunches experiencing a lower TFB gain compared to Main bunches. While the red traces
overlap well, the blue traces exhibit some scatter. This variation results from the initial oscillation
amplitude, as can been seen in the right-hand plot of Figure 4.7. Despite the cosine excitation
function with M = 1 being requested to start at bunch position 0, the effective kick voltage
seen by the beam cannot respond instantaneously due to power and bandwidth limitations in the
actuator component. Consequently, the first 12 bunches display the charging behaviour of the

kicker and amplifier system, with bunch 0 receiving the lowest deflection kick.

To mitigate this issue, one could adjust the synchronization window of the excitation pattern
to start before bucket 0, allowing sufficient time for the kicker to charge up to the nominal
voltage. However, this adjustment must not affect the mean voltage sent to the power system,

and each bunch must be kicked only once.
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Figure 4.7: Comparison of oscillation amplitude decay over time (left plot) and peak oscillation amplitudes
per bunch at turn 6 (right plot) for bunches 1 to 12 (blue traces) and two trains of 72 bunches

(red traces). Movement of 400 codes corresponds to 0.02¢.

Using the previously derived transverse activity per bunch, Equation (3.72) defines the decay
factor, also known as the damping time. Figure 4.8 displays two black dashed curves overlaid
on the left plot, representing the estimated damping times for bunches 10 and 200, based on
an exponential decay model. The decay time constant for all bunches can be obtained from the
right graph.

The estimation model clearly distinguishes between the two damping regimes, with damping
times for the Witness region estimated to be between 25 and 30 turns, while the Main bunches

are damped at approximately 10 turns.

Referring to the first-order difference equation (3.18) in Section 3.1.1, we have:
x[n] = axn — 1] n > 0.

This recursion formula defines the observed beam position at turn n in relation to the position at
the preceding turn. From this equation, one can readily deduce that for any non-zero value of «,
the sequence will either grow or decay exponentially*. This behaviour aligns with our expectations

for a pure P-controller, where the corrective action is proportional to the error input.

LAn exception occurs when o = 1, which results in a steady oscillation that preserves the amplitude.

54



50 ADTmDSPUVerM2B2, 2024-04-09 21:50:57

350
300 40 A
250 - 2
2 30 +
$ 200 - o -
§ o
150 7 § 20 n
()
[a}
100 A
S .
10- e Ny
50 A
0 .
T T 0 T T T
0 50 100 150 0 100 200 300 400
Time / turns Bunch index

Figure 4.8: Oscillation amplitude decay over time (left plot) and exponential decay time estimation per
bunch (right plot). The black dashed lines represent exponential decay curves for bunches 10

and 200, with time constants and peak amplitudes derived from the estimates.

Regular monitoring of system performance is essential to proactively identify feedback issues.

This capability is now achievable, thanks to the signal processing method introduced in this thesis.
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Tune Estimation

In this section, we continue to utilize the reconstructed phase space as input data, as was done
in the previous section, and shift our focus to the evaluation of the argument of the phase space.
Figure 4.6 provides a comparative analysis: the upper graph depicts the previously described

transverse activity, while the lower graph presents the corresponding phase.

The comparison of the two graphs underlines that, in the presence of noise, the extracted
phase data deteriorates as the initial oscillation amplitude decays. When the amplitude of a
complex-valued sequence drops below the noise floor, the phase reading becomes unreliable and
susceptible to distortion. In this regime, noise dominates the measurement, resulting in phase
jitter and random fluctuations that do no longer accurately represent the original signal’'s phase.
Consequently, any phase information extracted may be incorrect, which compromises the quality

of parameter extraction.

For Main bunches (indicated by red traces), an oscillation amplitude of 100 codes or higher
(out of a full scale 32 768 codes, i.e. 0.0050) yields a satisfactory phase reading just before turn
number 15. A similar observation holds true for the Witness bunches (blue traces). The slower
decay in oscillation amplitude until approximately turn 40 implies a better SNR for an extended

time, during which the quality of the phase reading is also higher.

In our quest to extract accelerator parameters from the pre-processed beam position data,
we focus on the delta phase value between consecutive turns. This relationship is derived in
Section 3.5.1, where we introduced the instantaneous fractional tune in Equation (3.83). The
results of our analysis are presented Figure 4.9, which illustrates the evolution of the bunch-by-
bunch fractional tune for each individual bunch. Calculating the difference between two phase
readings can amplify the effects of measurement noise at certain frequencies. As noted earlier,
the fractional tune readings for red traces are quite reliable before turn number 15, while the blue

traces provide good quality readings up to turn 40.

We can take advantage of this by averaging multiple readings over consecutive turns. This
approach further minimizes the impact of random noise, leading to a more reliable estimate with
enhanced precision for the resulting parameter reading. In the following Figure 4.10, the fractional

tune for each bunch is plotted based on data averaged over 10 turns using the arithmetic mean.

Maintaining the same color coding, the blue dots represent the estimated fractional tune
calculated for the Witness bunches. As a reminder, these bunches are intentionally treated by the
TFB with a lower feedback gain, allowing the LHC's tune feedback system to effectively extract
the fractional tune for the entire machine from these 12 bunches. As can be seen in the figure,
the accelerator’s tune has been well adjusted to the nominal operation value in the vertical plane,

which is 0.295 at injection.
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Fractional Tune

Figure 4.9: Bunch-by-bunch tune estimation from reconstructed transverse phase space.
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Figure 4.10: Bunch-by-bunch tune data plotted with turn-by-turn data averaged over 10 turns.
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The method proposed in this thesis significantly enhances the ability to extract the fractional
tune, which is now possible also for the 2x72 Main bunches (represented by red dots). The new
signal processing algorithm allows accelerator physicists to visualize features along the bunch
trains in a fast, simple and non-destructive manner. Notably, the initial bunches of each 72-
bunch train are observed to be close to the set-point value of 0.295, while the bunches located
at the end of the train exhibit a tune shift of approximately 0.002. In the context of the LHC,
the high beam intensity leads to substantial collective effects, such as impedance and wakefields,
which influence beam dynamics. As a result, the position of the bunches within the train starts
playing a role, with the dynamics of the initial bunches differing from those of the final bunches,

thereby causing variations in the fractional tune.

Recommended Feedback Phase

In Figure 4.6, we examine the phase space, where the phase is wrapped within the range
[180°, 180°]. The beam oscillations recorded by the pick-up advance the phase by the fractional
tune with each turn, as shown in Figure 4.9. To account for this effect, we apply a compensation,
the results of which are illustrated in the left plot of Figure 4.11. This compensation is described
by Equation (3.75) in Section 3.4.2, and we also incorporate the bunch-by-bunch fractional tunes
identified in Figure 4.10.

By averaging multiple readings over consecutive turns we enhance the precision of our mea-
surements. The phase advance between kicker and pick-up, measured for each bunch, is shown in
the left graph of Figure 4.10. This data was averaged choosing M = 10 turns in Equation (3.76).
The color coding is consistent with previous graphs, where blue denotes Witness bunches and red

is used for Main bunches.

With the phase advance between the kicker and pick-up extracted from our measurements,
we can now determine the recommended TFB phase setting for the pick-up that recorded this
measurement. The feedback phase is influenced by both processing delay and group delay, each

expressed in terms of the number of turns.

The processing delay refers to the time required for the system to process the signal, which
is typically equivalent to a one-turn delay. In contrast, the group delay is defined by the phase
rotation algorithm, specifically the time in turns needed to compute the correction based on data
from previous turns. Additionally, we must take into account the phase shift introduced by the
notch filter, the phase rotation necessary to convert position data to slope, and a 180° phase

shift to generate a damping correction signal.

By accounting for all these factors in the context of the LHC TFB, we derive the recommended

transverse feedback phase, which is the optimal setting for using this pick-up, as illustrated in
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Figure 4.11: Unfolded phase from reconstructed transverse phase space on the left, with phase advance
between kicker and pick-up shown on the right using averaged turn-by-turn data over 10

turns.

Figure 4.12. In this graph, the black horizontal dashed line represents the current phase setting,

which aligns closely with the recommended phase for this system.

In a later step, we can profit from having several bunches generating phase readings, allowing

us to derive additional statistics from this data.

A careful examination of the graph presented in Figure 4.12 reveals that the derived recom-
mended phase is not entirely constant; rather, it varies with the the position of the bunches in the
trains. This variability is not unexpected, as our investigations have shown that collective effects
cause fluctuations in the fractional tune, and therefore would require a slightly different feedback
phase. In light of this, it would be beneficial to consider integrating this tune dependence into
the signal processing hardware as part of an upgrade scenario. This integration would involve
modulating the feedback phase within a turn based on the bucket position of the bunches. This
idea seems feasible, as it builds on extending the existing FPGA gateware with the proposed
functionality.

Furthermore, it is essential that this feature is adjustable to accurately reflect the actual bunch
intensity and filling pattern. To automate this in a practical application, a parameterized model
could be employed to calculate the expected tune shift for each bunch based on its intensity—a

variable that is recorded by every beam position monitor and made available as an output signal
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Figure 4.12: Recommended transverse feedback phase using single-turn excitation and beam position data

of one pick-up.

(see Section 3.1.2).

Building on this concept, if the TFB signal processing allows for modulation of the bunch-by-
bunch feedback phase, and if a parameterized model of expected tune shift per bunch intensity
is developed, then the TFB could be utilized to actively counteract this tune dependence by
deliberately adding a reactive component to the feedback phase. If successfully, this approach
could lead to improved performance in accelerators, potentially enabling accelerator physicists
to establish a constant tune that remains independent of collective effects. This proposal opens
avenues for further research, such as exploring the specifics of the parameterized model, testing

its effectiveness in real-world scenarios, and analyzing the implications of the findings.

Loop delay measurement method

Ensuring the stability of a Transverse Feedback system requires precise alignment of the kick signal
with the arrival times of the bunches. In this section, we will outline the method introduced in
Section 3.4.3, which was developed to quantify the kicker delay offset using TFB measurement
data.

The projection of excitation signals encodes the time-dependence of each bunch index £ as

an angular position in the new coordinate system. This relationship becomes even clearer when
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visualized on a polar grid, as illustrated in Figure 4.13. In this plot, each dot represents the result
for one bunch based on two orthogonal excitation measurements. Dots of the same colour indicate
data obtained from the same turn, and it is evident that these data points have approximately

the same distance from the center.
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Figure 4.13: Polar grid project of bunch position signals.

Equation (3.79) suggests incorporating a linear bunch-index-dependent phase term, which
allows us to unwind this phase response and align the results. As shown in Figure 4.14, this
alignment produces a straight line. The parameter of interest, the delay offset AT, is defined by
the orientation, or the phase 6, of this line (see Equation 3.80).

In Figure ??, we demonstrate the process of averaging over populated bunches. The dots in
this figure represent the mean values of bunch position data at turn n, with colours indicating
different pick-ups. To estimate the delay offsets, we fit straight lines through these data points.
Additionally, the black dashed rays illustrate the delay error associated with the TFB coarse delay,

expressed in terms of the number of buckets.

The coarse delay serves as a fundamental parameter in the TFB's digital signal processing,
enabling the storage of per-bunch correction data for retrieval after a specified time interval,
referred to as the one-turn delay. This functionality is realized through a First-in First-Out
(FIFO) architecture implemented in the FPGA, which operates at three times the bunch rate,

specifically at 120 MSPS. Consequently, each increment in the coarse delay setting corresponds
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aligning results as a line.

to a discrete time delay change of 8.33ns. The FIFO is designed to be sufficiently large to store
an entire turn of data, amounting to 3564 x 3 = 10692 values.

To further enhance measurement resolution we can manipulate the excitation parameter M.
This adjustment leads to an increased sensitivity to delay offsets, a relationship that is formally
expressed in Equation (3.81). The value for M = 400 was selected for practical reasons, it
represents a trade-off between the ideal value of M = 891 and the first-order low-pass character-
istics of the power system, which exhibits a 3dB roll-off at 1 MHz. With the resulting excitation

frequency set at 5 MHz, this configuration allows for a suitably effective kick.

For the delay analysis, each of the two recorded datasets is first baseline-corrected and the

results are subsequently plotted in Figure 4.15.

The grid spacing is now defined as 1tick, which aligns with our expectation, given that we
have refined our measurement sensitivity by a factor of M = 400 compared M = 1. This
enhanced resolution facilitates straightforward determination of the correct coarse delay setting.
For example, in Figure 4.16, the coarse delay was deliberately reduced by 5 ticks, a change that

is accurately captured by the signal processing results.

Furthermore, with additional refinement of the graphical representation of the grid spacing,
the fine-delay parameter can be adjusted with sub-nanosecond precision. The analysis results

presented in Figure 4.17 reflect the modified fine delay setting for this measurement.
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Figure 4.15: Delay analysis for M = 400, with rays indicating the delay error in the TFB coarse delay.
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Figure 4.16: TFB coarse delay setting reduced from nominal 10490 to 10485; M = 400.
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4.1.2 TFB parameter measurement results

Following our detailed examination of the analysis algorithm and its sensitivity to parameter
variations, this section applies the novel methods introduced for extracting essential TFB to
evaluate the current performance of the system and identify potential areas for optimization.
Specifically, we will analyse closed loop gain, feedback phase, and loop delay across the two

distinct TFB gain regions, referred to as Main gain and Witness gain, as previously described.

Each plot presents a comparative analysis of results obtained for each pick-up, beam, mod-
ule, and plane, with data from each each pick-up distinctly color-coded for clarity. In every
graph, we present the mean value derived from a series of measurements, accompanied with the
corresponding Root Mean Square (RMS) values, which are also color-coded to align with the
respective pick-ups. The black lines indicate the minimum and maximum values of the data
samples, providing insights into the measurement spread and highlighting any outliers. Through
this analysis, we will discuss the performance of each DSPU system, explore potential causes for
deviations from nominal behavior, and identify opportunities for optimization. In all graphs the

first module of Beam 2, vertical plane was offline and could not be used for data evaluations.
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Figure 4.18: Comparison of ADT closed loop feedback gain, measured for Main Gain bunches and excitation
M=1.

Figure 4.18 presents a comparison of the closed-loop feedback gain measured for Main bunches
with excitation set to M = 1. The plots indicate that all modules for Beam 1 are operating within

a gain range of 0.1 to 0.2, which is consistent with the performance observed for the second DSPU
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module for Beam 2 in the vertical plane. Notably, the majority of the pick-ups exhibit relatively
small scatter in the Root Mean Square (RMS) values and peak excursions, suggesting that the
obtained results are close to the true values. However, an outlier is observed in the horizontal
pick-up Q8 for Beam 1, which displays a significantly larger RMS scatter and substantial peak
excursions in the measurements. Given that data from this pick-up is shared between the two
concerned DSPUs, the similar results observed in these measurements imply that the issue may

be related to the Beam Position Module of this pick-up or its settings.

Furthermore, a clear deviation from the nominal gain parameter is evident for both horizontal
modules of Beam 2, with mean values approximately in the range of 0.3 to 0.4, accompanied
by a considerably larger scatter as indicated by the RMS values. A careful examination reveals
that both modules exhibit similar measurement data for the same pick-ups. It is important to
note that these data are obtained through independent measurements conducted by each DSPU
individually, suggesting that the observed phenomena may be related to a common factor affecting

both modules.

Additionally, it is noteworthy that the loop gain is typically set by the operations group to
achieve a target damping time. This indicates that these value were intentionally configured to a
higher-than-usual setting. Further analysis is required to fully understand the underlying causes

of these deviations and their implications for system performance.
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Figure 4.19: Comparison of ADT closed loop feedback gain, measured for Witness Gain bunches and exci-
tation M=1.
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Figure 4.19 illustrates the closed-loop feedback gain measured for Witness Gain bunches with
excitation set to M = 1. Overall, the loop gain for these bunches is lower, typically in the order
of 0.05, with the exception of Beam 2 horizontal, where the measured gain ranges between 0.07
and 0.08. Notably, the horizontal pick-up Q8 for Beam 1 exhibits a similar signature to that
observed in the Main Gain analysis, characterized by large peak excursions and a comparably
increased RMS spread. This consistency in behavior across different gain settings raises concerns

regarding the performance of this pick-up.

Further investigations are warranted for both the Q8 pick-up in Beam 1 and the horizontal
module of Beam 2 to determine the underlying causes of these anomalies and to assess their

impact on overall system performance.
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Figure 4.20: ADT feedback phase error analysis, measured for excitation M=1.

Figure 4.20 presents the analysis of the ADT feedback phase error measured for excitation
set to M = 1. The graphs illustrate the phase error for each pick-up, comparing the current
set point to the recommended phase setting determined by the signal processing algorithm. For
the TFB systems operating Beam 1, there is overall very good agreement, with phase errors not
exceeding 10 degrees and an RMS spread of only 5 degrees. However, an exception is noted
for the horizontal pick-up Q8 of Beam 1, which exhibits a significant RMS spread of nearly 20

degrees and a phase error exceeding 10 degrees for module 2.

In the case of Beam 2, the typical candidates for concern are both horizontal modules. The

data for pick-up Q7 indicates a phase error of 15 degrees, while the other three pick-ups show
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phase errors closer to 40 degrees. The latter measurements display an RMS spread of more than

20 degrees, suggesting potential issues with the data quality of the measured input.

Conversely, DSPU Ver2M2B2 demonstrates satisfactory phase settings, with all four pick-ups
exhibiting phase errors of less than 5 degrees, and a standard deviation of around 5 degrees.
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Figure 4.21: ADT fine delay error. Excitation pattern M=400.

Figure 4.21 illustrates the fine delay error in nanoseconds for each TFB system, with the
excitation pattern set to M = 400. It is important to note that the delay error is related to
the kicker timing, so individual measurements for each pick-up are combined to form the overall

result.

for Beam 1, the delay errors are within acceptable limits, not exceeding 2ns. Three out of
four pick-ups show errors better than 1 ns, and one pick-up has nearly zero delay error. However,
the standard deviation, as well as the minimum and maximum errors, are around 1ns, indicating

that the measurement distribution may not conform a Gaussian profile.

Interestingly, both modules in Beam 2 Horizontal show remarkably high data quality, with
RMS values well below 0.25ns. The delay setting for DSPU HorM1B2 is nearly optimal, while
HorM2B2 has a delay error of 6.3 ns, which is significantly off target. It is important to remember
that a delay error leads to a phase error. For the highest coupled bunch mode of 20 MHz in the
LHC, this corresponds to 360° x 20 MHz x 1 ns, or 7.2 degrees per nanosecond. Consequently, the
delay error for HorM2B2 results in a phase error of 45 degrees at 20 MHz. This significant phase
error could lead to challenges, particularly when the TFB is required to counteract coupled bunch
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oscillations. If one module is not properly adjusted, it will attempt to dampen these oscillations
but may divide its action into two components: resistive and reactive. The reactive component

could inadvertently shift the fractional tune of the already oscillating bunches

In this context, we have two redundant TFB modules operating on the same beam, both
aiming to stabilize it. However, with differing system settings and parameters, these modules
may compete with one another. Ideally, the performance of a well-adjusted module could help
compensate for some imperfections in the other module. Overall, while the combined function of
both modules may still provide damping, it is likely to be less effective than a system configured
with optimal settings.
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4.1.3 Accelerator parameter measurement results

In this section, we extend the analysis of TFB parameters previously conducted by employing
the signal processing techniques outlined in the methods chapter to extract vital accelerator
parameters from measurements. The focus will be on two key parameters: bunch-by-bunch
damping time and bunch-by-bunch fractional tune, both of which are vital for assessing the

performance and stability of the accelerator.

In line with the previous section, we will provide a detailed analysis for both Witness bunches
and Main bunches, adhering to the same formatting conventions to ensure clarity and coherence

throughout the measurement results.

It is important to note that data for the DSPU Beam 2 Vertical Module 1 is unavailable, as this
module was offline during the measurement period and could not be utilized. The subsequent
discussion will present the extracted parameters and explore their implications for the overall

performance and stability of the accelerator system.
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Figure 4.22: Comparison of damping time parameter for Main bunches, excitation M=1.

Figure 4.22 presents a comparison of the damping time parameter for Main bunches with
excitation set to N = 1. The data for Beam 1 indicates that the Main bunches are consis-
tently damped within approximately 15 to 20 turns, based on the assumption that the oscillation
amplitude follows an exponential decay. The damping time measurements for all modules were

conducted with one module operating in open loop and the other in closed loop mode.
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Among the recorded measurement samples, pick-up Q8 of Beam 1 in the horizontal plane
exhibits a siginficantly larger standard deviation compared to the other pick-ups. This is consistent
with our previous observations, suggesting that the greater variability may be due to data quality

issues of the Beam Position Module.

In contrast, the two horizontal modules of Beam 2 demonstrate notably higher performance,
achieving damping times below 10 turns. In this regime, the TFB exerts a strong influence on
the beam; however, it is important to note that such strong damping can lead to overdamping,
which is generally undesirable. Overdamping may adversely affect beam stability and overall

performance, making it imperative to evaluate the time evolution of the oscillation amplitude.
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Figure 4.23: Comparison of accelerator damping time parameter for Witness bunches, excitation N=1.

Figure 4.23 presents a comparison of the accelerator damping time parameter for Witness
bunches with excitation set to M = 1. The damping times for the Witness bunches are observed
to be in the range of approximately 40 to 50 turns. This analysis indicates that the damping
times for Witness bunches are notably longer compared to those of the Main bunches, which is
an expected and intentional behavior. This extended damping time facilitates the LHC's BBQ
system in accurately detecting the fractional tune in the presence of a strong transverse feedback

system.

However, an exception is noted in the horizontal plane of Beam 2, where both modules exhibit

significantly shorter damping times, close to 25 turns.
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Figure 4.24: Evaluation of accelerator fractional tune parameter for Witness bunches (excitation M=1).

Figure 4.24 presents the evaluation of the accelerator fractional tune parameter for Witness
bunches with excitation set to N = 1. The results obtained from this analysis highlight the
effectiveness of the novel algorithm employed to measure the fractional tune using only a limited
number of turns of observation data. Notably, the measurements exhibit very little scatter, with
RMS values well below 0.001, demonstrating remarkable precision in detecting the fractional

tune.

The reduced TFB gain for these bunches further enhances the measurement results, allowing
for more accurate readings. The machine appears to be correctly adjusted for the nominal
fractional tune values, which are 0.275 in the horizontal plane and 0.295 in the vertical plane.
This alignment with the expected values underscores the algorithm’s capability to accurately

capture the fractional tune.

Figure 4.25 presents the evaluation of the accelerator fractional tune parameter for Main
bunches with excitation set to M = 1. Consistent with the results obtained for the Witness
bunches, a distinct separation between the horizontal and vertical tunes is observed. The mea-
sured tune values for these high-intensity trains indicate a positive tune shift of approximately
0.005 when compared to the values recorded in the low gain region. Furthermore, the RMS

values of 2.5 x 1072 confirm the good resolution of the measurements.

The mean fractional tune values extracted from four different pick-up datasets per DSPU

are closely aligned, which is desirable since these pick-ups are intended to measure the same
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Figure 4.25: Evaluation of accelerator fractional tune parameter for Main bunches (excitation M=1).

property of the beam independently and at different locations within the machine. However, an
exception is noted in Beam 2 in the horizontal plane, where three out of four pick-ups report
similar mean values, with a significant tune shift to 0.287, while the expected value, as indicated
by the Witness bunches, is 0.275. The fourth pick-up, Q7, displays a notable deviation, with
a delta value of -0.005, leading to a tune estimation closer to 0.282. This atypical data raises
concerns, as all pick-up acquisitions are triggered by the same excitation pulse, and the betatron
tune oscillations (the number of oscillations per turn) for this beam are expected to be consistent

across measurements.

The irregularity observed in pick-up Q7 of Beam 2 in the horizontal plane is supported by two
independent measurements from DSPU module 1 and DSPU module 2. One possible explanation
for this discrepancy may be a misconfiguration of the corresponding beam position module.
Therefore, further investigations into the DSPUs for Beam 2 and their associated Beam Position

Modules in horizontal are recommended to address these anomalies.

4.2 Extraction of vital accelerator parameters in real time

The reconstructed phase space of the circulating beam allows to extract in real time the
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transverse activity of each individual bunch. Of large interest for the machine operation is the
oscillation amplitude and its evolution over time. After the method was introduced [75] a very
primitive proof of principle application (shown in Figure 4.26) was presented to the LHC operations
group.

The demonstrator quickly became an operational tool, where a detailed transverse activity of
the beam can be observed through the whole cycle. This method and the resulting tool actually
changed the view on how the LHC should be operated. Some of the transverse instabilities at
particular points in the machine cycle, which were originally expected by the accelerator and beam
physics group have not developed. And at the same time, an increased transverse activity had
been observed where it was not expected at all, triggering investigation on the possible sources

and mitigations.

Figure 4.27 shows a detail of transverse activity for one 48-bunch train circulating in the slots
1570 to 1618. The actual transverse oscillation amplitude is in order of 1 pm, but an excess of

40 pm was recorded as a consequence of the injection kicker waveform leakage to the turn.

Figure 4.28 shows a peak activity of all bunches during one full LHC machine cycle. The
injection started at around 8:20, the energy ramp around 8:50, the top energy was reached shortly
after 9:00. The two beams were put into collisions shortly after, this is where the transverse

activity diminishes due to the stabilizing effect of the colliding beams.

Figure 4.29 shows another application, used operationally in the LHC control centre. The
plots show bunch by bunch damping time and tune, extracted from the injection oscillation
transient. It provides a quick check if the TFB is operating properly (Is the damper damping?
question). The application is extremely useful at the LHC restart after a long technical stop, or
a shutdown. Provided the LHC TFB pickups are properly set-up, what is usually the case, the
operators will instantly get the tune value of the virgin machine which was just powered up, from
the very first few turns the beam will make in the LHC. The beam does not even need to be
captured vyet, it is sufficient if it makes as few, as 3-5 turns before it debunches and the tune
value can be measured by the TFB. The operators immediately have the initial tune value and
quickly calculate and apply the tune correction. The next injection is already very close to the

nominal. This saves hours of precious machine time at every start up.

4.3 Digital filter design to reduce tune dependence

In this section, we present the findings related to Objective #5, which focuses on the develop-
ment of advanced signal processing techniques aimed at enhancing the robustness of transverse

feedback systems in the context of tune variations. Our emphasis is on Finite Impulse Response
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Figure 4.26: Display application for real time transverse activity monitor used in LHC
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Figure 4.27: Detail of a real time transverse activity for one 48-bunch long bunch train
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Figure 4.28: Overall transverse activity through one LHC fill.

methods, specifically tailored to address the challenges posed by frequency-dependent phase vari-

ations.

As any regulation loop, the TFB signal processing chain is constrained by the accuracy of
external parameters like the phase margin, gain margin, and stability of the loop delay. In an
accelerator, those parameters are often changing with the machine parameters, like tune variation
or hardware changes like tetrode burn out and aging. Aim of the objective #b5 is to design a new
signal processing scheme, or filters, which will reduce dependence of the TFB performance on
external parameters variations. The priority is to relax the tune dependence. The LHC, when in
collisions, is operated with a large bunch by bunch tune spread. The feedback must be able to
treat all bunches equally to prevent unwanted selective emittance growth, or trigger an onset of

transverse instability for certain bunches.

As presented in [76], the introduced beam model of transverse oscillations in equation (3.25)
allows numerical evaluation of the analytic expressions for the described phase adjustment possi-
bilities. We use root locus plots to study the evolution of the beam’s closed-loop poles at selected

frequencies, wy = 27, and as a function of the feedback gain.

Considering equation (3.52) for the use with arbitrary fractional tunes: the same Pick-up
Vector Sum algorithm 3.50 as for the two pick-up case can be applied for a single pick-up at
subsequent turns, as outlined in Fig. 4.30. In this case we define ¢; = 0 and ¢9 = 27(Q)y, to be
used with Eq. (3.50) respectively Eq. (3.51).

Figure 4.30 suggests that by considering a notch filter using h[n] = [1, —1] the phase shift
between yx[n] and p[n] can be carried out by a short FIR, with the filter coefficients resulting

from

yk[n] = bip[n] + (be — by)p[n — 1] — bap[n — 2] . (4.1)
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With only three taps and including a notch for DC-orbit suppression Eq. (4.1) describes the
shortest possible digital filter. The design has two parameters, the fractional tune () and a free

parameter ¢, which allows for direct phase adjustment.

Optionally, improved noise suppression can be achieved with zeros added at z = +1, which
can be absorbed into the notch filter, h[n], including an extra phase term, AvY = —7m(Q)¢ into

Eq. (3.51) for every additional tap the notch filter is extended.

The three plots in Fig. 4.31 detail a portion of the upper right quarter of the complex z-plane.
As an example closed-loop pole trajectories for the SPS vertical plane are shown, assuming a
fractional tune of )y = 0.18 and variations of up to £0.04 (blue,solid). Their origin is at the unit
circle (black, bold solid) for zero loop gain (corresponding to the undamped open loop response).

By increasing the feedback gain the damping time reduces gradually until the trajectories cross
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the circle at |z| = 0.95 (red, dashed) which is the design value of the SPS TFB corresponding to
20 turns. For as long as a trajectory points towards the origin of the z-plane (black, dash-dotted

lines) it will follow the desired closed loop negative feedback of —180°.

Figure 4.31(a) shows the beam response for a standard FIR Hilbert phase filter, using seven
taps for the case of the SPS TFB. As can be seen this filter is working perfectly fine at the target
tune of 0.18, however, the feedback phase appears to be sensitive to tune variations, with the
active feedback adversely pushing the tune further away the more its value deviates from the
desired value. This effect is attributed to the constant group delay of the FIR filter causing the

feedback phase to be optimum only for a single frequency and to roll off quickly for long filters.

The shortest possible digital filter including a notch for DC-orbit suppression will only include
three taps. The design has two parameters, the fractional tune ) and a free parameter ¢, which
allows for direct phase adjustment. Shortening the FIR filter length to only 3 taps, has a positive
effect on tune variations, as can be seen by inspecting Fig. 4.31(b), with the closed loop response

remaining stable over a larger range of tune values.

By anticipating that the group delay — a measure for linearity of the phase — introduced by a
filter lowers the stable phase margin of a closed loop system we made an attempt to compensate
this effect by introducing an additional pair of conjugate complex zeros, ¢ = (e*/*¢, at the
desired tune frequency, wg = 2m(Qs, which adds negative group delay as a function of the
magnitude, (. The group delay as specified in Ref. [68] follows for a direct-form FIR transfer

function as
M

UOEEDY ke =) (4.2)

=1+ |op? — 2R{cpe v}

By taking into account the secondary phase term resulting from these zeros the overall group
delay was compensated to 7(w) = 0 at the design tune, w = w,. Note that a system having
zero group delay is able to transmit the signal's envelop without delay. Figure 4.31(c) shows that
the loop stability is ultimately improved by carefully compensating the group delay of the digital
filter. With its flat phase response around the design tune this filter is robust against changes
of the fractional tune in the order of +22%. This filter was tested in the SPS TFB by changing
the machine's fractional tune and performing beam transfer function measurements. The results
listed in Table 4.1 confirm the theory of negative feedback over the same range of fractional

tunes.

Table 4.1: Measured loop response vs. tune.

Tune 0.14 0.16 0.18 0.20 0.22

Phase —167° —179° —182° —182° —187°
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New FIR phase shift filters have been designed and analysed for the SPS TFB based on a
simple beam model in z-domain and with root locus plots, to assess their closed loop performance
with beam and in presence of active feedback. The obtained results were found to be in good
agreement with measurements carried out in the SPS. Limitations on system gain [79], the
performance in the presence of noise [80, 81], and the ability to reject disturbances are subject
of further studies.

The shortest digital filter described has only 3-taps, including DC suppression by a notch filter
(for other realisations of short phase shift filters see for example [82-87]). Moreover, the tune
sensitivity was further compensated with an additional pair of conjugate complex zeros, effectively
lowering the filter's group delay to zero at the fractional tune. Compensation of tune-dependent

phase variations were reported also in Ref. [88].

The described digital filters are reasonable candidates for replacing the Hilbert phase shifter
currently in use in the transverse feedback system of the SPS, mostly due to their favourable

response over a larger range of tune values.
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Results and Discussion

The effective operation of transverse feedback (TFB) systems is critical for maintaining the
stability and performance of particle accelerators. A recurring inquiry from the operations group
has been: Does the TFB work as intended? This thesis aims to provide means to quickly answer
this question by defining methodologies to extract important TFB and the accelerator parameters

using exclusively the TFB itself and observables available in the TFB system.

By developing robust signal processing techniques and analysis algorithms, this research aimed
to create a comprehensive theoretical framework, supported by experimental data, that accurately
evaluate the performance of TFBs. The goal was to develop practical methods that enable real-

time measurement of TFB parameters during accelerator operations.

Traditional feedback parameters extraction techniques often rely on external instruments,
which are time-consuming lack accuracy and compromise beam stability. In contrast, this research
explored the potential for feedback parameter extraction and performance optimization through
active beam manipulation using only the TFB system. The study examined various factors that
affect TFB performance, including loop gain, feedback phase, delay, and processing noise, and
proposed methods for quantifying these parameters to enhance real-time verification of TFB

performance.

Furthermore, the research investigated extraction of key accelerator parameters, such as
bunch-by-bunch machine tune and damping time, from observable quantities within the TFB
system. This approach addresses operational concerns while contributing to a deeper under-

standing of the TFB's impact on the overall accelerator performance.

The following sections discuss the implications of these findings and highlight their importance

for the operations group and the further development of TFB systems in particle accelerators.

Key findings
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This study provided several important insights into signal processing techniques for transverse
feedback systems in hadron accelerators. The advances made in this research are summarized
below and divided into individual findings that improve the verification and optimization of TFB

performance:

Finding #1: The simplified z-domain beam model enables the application of digital signal

processing methods in beam dynamics.

This research demonstrates that the development of a simplified beam model in the z-domain
represents a significant advance in the application of digital signal processing methods within
this area. This model simplifies the analysis of beam dynamics and improves the applicability of
sophisticated signal processing techniques, thereby facilitating real-time performance verification
of TFB systems.

Finding #2: The analytical sensor model enables the practical implementation of realistic LHC

TFB behaviour in particle tracking code.

This research demonstrates the significant importance of developing an analytical model that
describes the relationship between the transverse beam position and the generated output. It
enables the realistic implementation of the transverse feedback behavior of the LHC and SPS in
particle tracking codes. This is crucial for investigating beam stability and ensuring low emittance

bunches in high-energy physics experiments.

Finding #3: Analytical modeling of the sensor and actuator confirmed their ability to process

bunches independently.

This research demonstrates that a thorough analysis of the beam position sensor and actuator
provides important insights into their performance. The hardware implementation has demon-
strated its ability to treat bunches independently, thereby minimizing inter-symbol interference

and ensuring accurate measurement and control of individual bunches.

Finding #4: Novel methods for real-time reconstruction of transverse phase space coordinates

for individual bunches.

This research demonstrates advances in the understanding and application of phase adjust-
ments in beam position signal processing. The proposed interpretations of spatial and temporal
phase shifts create a robust framework for converting beam position signals into transverse phase

space coordinates, thus enabling effective real-time performance monitoring.
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Finding #5: Definition of new signal processing methods for measuring key feedback parame-

ters.

This research demonstrates the development of a comprehensive method for extracting feed-
back parameters, thus fulfilling the need for practical measurement techniques in accelerator
operation. By exploiting single-turn transverse excitations generated by the kicker of a transverse

feedback system, real-time monitoring and adjustments become possible.

Finding #6: Advanced signal processing techniques for extracting vital accelerator parameters.

This research demonstrates that innovative methods for extracting vital accelerator parame-
ters from observables within the transverse feedback system have been established. The ability to
measure machine tune and damping time in real-time, bunch-by-bunch, significantly improves op-
erational capability and contributes to a deeper understanding of the TFB's impact on accelerator

performance.

Finding #7: Transverse phase space reconstruction methods require signal-to-noise ratio (SNR)

of at least 30 dB to resolve tune variations of better than 1073,

This research demonstrates that noise management is critical for accurate measurements and
real-time performance verification, as the effectiveness of transverse phase space reconstruction

methods decreases in noisy environments.

Finding #8: The ADTObsBox system is equipped with advanced computational capabilities

and efficient algorithms to support real-time data processing and high-performance analysis.

This research demonstrates the need to implement efficient algorithms that can operate in

real-time processing environments to improve the verification of TFB performance.

Finding #9: The influence of short transverse excitations on beam size is negligible when a

strong transverse feedback system is present.

This research demonstrates that numerical simulations indicate minimal to no increase in
transverse emittance at the current damping time of the LHC TFB. This enables routine mea-

surements without compromising beam quality.

Overall, these results represent a significant contribution to the understanding and perfor-
mance of transverse feedback systems in particle accelerators. They highlight both methodolog-
ical advances and their practical implications for improving accelerator operations in real-world

environments.
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Interpretation of findings and significance of obtained results

The results of this study have important implications for the field of transverse feedback sys-
tems in particle accelerators. A key advance is the introduction of a simplified beam model in the
z-domain. This model improves the application of digital signal processing methods and facilitates
access to advanced techniques for real-time performance verification of TFB systems. By more
efficiently analyzing beam dynamics, it facilitates the use of sophisticated control engineering

tools.

Another important insight comes from the development of an analytical model for LHC and
SPS transverse feedback behavior. This model enables realistic implementations in particle track-
ing codes, which are crucial for studying beam stability and maintaining low emittance bunches.
The ability of the sensor and actuator to treat bunches independently with minimal interference

ensures accurate measurement and control, a vital achievement for high-energy accelerators.

Furthermore, the novel methods for real-time reconstruction of transverse phase space coor-
dinates provide immediate insights into beam behavior. This enables operators to make informed
decisions for performance optimization and mitigation of potential instabilities, thus significantly

increasing the operational efficiency of particle accelerators.

A significant contribution of this study is the introduction of the concept of transverse activity,
a novel metric that measures the instantaneous oscillation amplitude of the beam. This quantity
not only facilitates the derivation of decay rates and TFB gain from transverse activity but also
provides immediate diagnostics for transverse instabilities. Such instabilities can significantly
impact the performance and safety of accelerator operations, making this diagnostic capability

particularly valuable.

Based on this, we have introduced a method for calculating the TFB phase advance between
the kicker and the pick-up following a single transverse kick. This method allows for immediate
and non-destructive analysis of TFB phase settings, which is crucial for real-time monitoring and

optimization of transverse feedbacks in accelerator environments.

Furthermore, we have presented a new technique for quantifying the kicker delay offset using
TFB measurement data. By employing modulated kick data in quadrature, we constructed an
IQ-footprint of the traversing bunches, allowing for the extraction of the delay offset. Our findings
demonstrate accurate measurements of the TFB delay with sub-nanosecond precision. This level

of accuracy is essential for fine-tuning TFB systems and ensuring optimal performance.

Furthermore, the ability to measure machine tune and damping time in real time on a bunch-

by-bunch basis from the internal TFB signals represents a significant advance in accelerator
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systems technology. This granularity enables a more detailed understanding of accelerator per-

formance and can lead to improved stability through adaptive control mechanisms.

Of particular note are insights into the signal-to-noise ratio requirements for capturing a
transverse oscillation amplitude. The requirement of a minimum SNR of 30 dB to resolve tune
variations underscores the importance of noise management in beam diagnostics. These findings
are crucial for the development of future measurement systems and emphasizes the need for

robust signal processing techniques that operate effectively even in challenging environments.

The conclusion that short transverse excitations in the presence of a strong TFB system have
a negligible impact on beam size suggests that routine measurements can be performed without
compromising beam quality. This finding supports the integration of regular evaluations into

operational protocols and enables proactive monitoring of TFB performance.

Using these novel techniques, a full set of measurements to characterize the TFB system in
CERN'’s LHC, comprising of 16 pick-ups and 8 signal processing units, takes less than a minute.
The proposed techniques allow us not only to shorten the TFB commissioning time from several
shifts to less than a minute but also regular, fully automated checks of TFB system can now be
performed in case of suspected suboptimal performance, saving significant amounts of precious

machine time.
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Conclusions

This study introduced a number of novel techniques and methods to the field of transverse
feedback systems in particle accelerators, particularly in the context of hadron accelerators. By
developing innovative signal processing techniques and analytical models, we have improved the
understanding and application of transverse feedback systems. This research addresses critical
questions about their performance and functionality, paving the way for improved accelerator
operation. Many of the techniques are already implemented in accelerators at CERN and being
routinely used in operation. Stable beam and optimally functioning transverse feedback is the
best proof that the presented techniques and novel approaches are sound, and very valuable for

the accelerators.

One of the most important findings of this study is the introduction of a simplified beam model
in the z-domain, which facilitates the application of digital signal processing methods in beam
dynamics. This advance not only simplifies the analysis of beam behavior but also improves
the integration of sophisticated techniques into real-time systems, thus increasing operational

efficiency.

Furthermore, the development of an analytical sensor model enabled the realistic implementa-
tion of transverse feedback behavior in particle tracking codes, which is essential for investigating
beam stability in high-energy physics experiments. The ability to treat bunches independently,
as confirmed by our analytical modeling of sensors and actuators, underscores the robustness of

the TFB system and its optimization potential.

The novel methods for real-time reconstruction of transverse phase-space coordinates rep-
resent a significant advance in operational capabilities. By enabling immediate diagnostics and
adjustments, these methods enable operators to increase performance and effectively minimize

instabilities.

Furthermore, the comprehensive approach to measuring key feedback parameters and vital
accelerator parameters opens new avenues for research and operational improvements. The re-
sults suggest that real-time monitoring and adaptive control mechanisms can be implemented to

optimize accelerator performance, thus ensuring stability and efficient operation. The focus of
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the work is on finding a simple, well-defined parameter or method that provides clear answers
to operational questions, such as: Is the damper damping? The research presented here con-
tributes to this goal by developing methods that provide the positive answer, Yes, the TFB is
functioning properly and the damper is damping. These practical insight are crucial for the op-
erations group, enabling informed decision-making and ensuring optimal performance in complex

accelerator environments.

In summary, this research not only addresses the operational aspects of TFB systems but
also contributes to a deeper understanding of their impact on accelerator performance. The
presented methods and insights lay the foundation for future advances in TFB technology and
its applications in particle accelerators. Future research should focus on the broader applicability
of the developed models and techniques in different accelerator environments. Investigating the
integration of these methods into existing feedback systems, as well as exploring their potential for
real-time adjustments, will be crucial for the further development of this research area. By further
refining and expanding these insights, we can further improve the performance and reliability
of particle accelerators and ultimately contribute to the advancement of high-energy physics

research.

All research objectives of this thesis were fully met.
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Zhrnutie dosiahnutych vysledkov

Efektivna prevadzka systémov s prienou spatnou vazbou (transverse feedback, TFB) je kri-
ticka pre udrzanie stability a vykonu urychlovacov Castic. Opakujlca sa otdzka od prevadzkove;j
skupiny je: Funguje systém s prieCnou spatnou vazbou podla ocakavania? Cielom tejto prace
je poskytnat prostriedky na rychle zodpovedanie tejto otazky definovanim metodik na extrakciu
dblezitych parametrov TFB a urychlovaca s pouzitim vylu¢ne samotného systému TFB a len s

pozorovatelnych veli¢in dostupnych v systéme TFB.

Vyskum sa zaoberal vyvojom robustnych technik spracovania signalu a analytickych algorit-
mov na vytvorenie komplexného teoretického ramca, podporovaného experimentalnymi Gdajmi,
ktory presne vyhodnoti vykon a okamzity stav TFB. Cielom bolo vyvinit praktické metédy, ktoré
umoznuji meranie parametrov TFB v redlnom case pocas prevadzky urychlovaca bez ohrozenia,

alebo degradacie vlastnosti obiehajiceho zvazku.

Tradicné techniky extrakcie parametrov spatnej vazby sa Casto spoliehajl na externé pristroje,
st Casovo narocné, malo presnosné a ohrozuju stabilitu zvazku. Naproti tomu tato praca sku-
mala potencial extrakcie parametrov spatnej vazby a optimalizacie vykonu TFB prostrednictvom
aktivnej manipulécie s li¢om iba s pouzitim systému TFB. Stiidia skiimala rézne faktory, ktoré
ovplyvnuji vykon TFB, vratane zosilnenia uzavretej spatnovazobnej slucky, fazy spatnej vazby,
oneskorenia a Sumu spracovania, a navrhla metédy na kvantifikaciu tychto parametrov s cielom

zlepsit overovanie vykonu TFB v redlnom case.

Vyskum dalej skamal extrakciu klicovych parametrov urychlovaca, ako je parameter "tune"
pre kazdy jednotlivy zhluk ¢astic a ¢as tlmenia z pozorovatelnych veli¢in v systéme TFB. Tento
pristup rieSi prevadzkové problémy a zaroven prispieva k hlbsiemu pochopeniu vplyvu TFB na
celkovy vykon urychlovaca.

Nasledujlice Casti rozoberaji dosledky tychto zisteni a zdoraznuju ich vyznam pre oddelenie

prevadzky a dalsi vyvoj systémov TFB v urychlovacoch Castic.

89



Klacové poznatky

Praca vytvorila niekolko dolezitych poznatkov o technikach spracovania signalu pre systémy
s transverzalnou spatnou vazbou (TFB) v hadrénovych urychlovacoch. Pokroky dosiahnuté v
tomto vyskume s zhrnuté nizsSie a rozdelené do jednotlivych zisteni, ktoré zlepsuji overovanie a

optimalizaciu vykonu TFB:

Poznatok #1: Zjednoduseny model zviazku v z-rovine umozZiiuje aplikaciu metéd Cislicového

spracovania signalu v problémoch dynamiky zviazkov v urychlovacoch castic.

Vyskum ukazal, Zze vyvoj zjednoduseného modelu zvazku v z-rovine predstavuje vyznamny
pokrok v aplikacii metdd Cislicového spracovania signalu v tejto oblasti. Tento model zjednodusuje
analyzu problémov dynamiky zvazku pre pristrojové aplikacie a rozsiruje pouzitelnost sofistiko-
vanych technik spracovania signalu, ¢im ulahCuje overovanie vykonu systémov TFB v redlnom

case.

Poznatok #2: Analyticky model senzora umoZziiuje prakticki implementaciu realistického spra-

vania sa LHC TFB v programoch sledovania astic (particle tracking codes).

Tento vyskum demonstruje vyznamny vyznam vyvoja analytického modelu systému transverzal-
nej spatnej vazby, ktory opisuje vztah medzi polohou prieCnej spatnej vazby a generovanym
vystupom. Umoznuje realistickl implementaciu spravania prieCnej spatnej vazby LHC a SPS v
kédoch sledovania Castic. To je klicové pre skiimanie stability zvazku a zabezpecenie zhlukov

Castic s nizkou emitanciou v experimentoch s fyzikou vysokych energii.

Poznatok #3: Analytické modelovanie senzora a aktudtora potvrdilo ich schopnost spracovavat

zhluky Castic jednotlivo a nezavisle.

Tento vyskum demonstruje, Ze dokladna analyza systému merania polohy zvazku a aktuatora
poskytuje dolezité poznatky o ich vlastnostiach a prenosovych funkciach. Hardvérova imple-
mentacia preukazala schopnost spracovavat zhluky castic nezavisle od seba, ¢im minimalizuje
medzisymbolovl interferenciu a zabezpecuje presné meranie a riadenie jednotlivych obiehajicich

zhlukov.

Poznatok #4: Nové metddy rekonstrukcie stiradnic prieCneho fazového priestoru v redlnom case

pre jednotlivé zhluky Castic.
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Tento vyskum demonstruje pokroky v chapani a aplikacii fazovych Gprav pri spracovani signalu
polohy zvazku. Navrhované interpretacie priestorovych a ¢asovych fazovych posunov vytvaraji
robustny rdmec pre konverziu signdlov polohy zvazku na sdradnice prie¢neho fazového priestoru,

¢im umoznuju efektivne monitorovanie stavu zvazku a TFB samotného v redlnom case.

Poznatok #b5: Definicia novych metéd spracovania signalu na meranie klicovych parametrov

systému priecnej spatnej vazby.

Tento vyskum demonstruje vyvoj komplexnej metddy na extrakciu parametrov systému priecne;j
spatnej vazby, &m napliia potrebu praktickych meracich technik v prevadzke urychlovada. VyuZitim
kratkych prie¢nych vybudeni s dizkou presne 1 obeh, generovanych kickerom systému priecnej

spatnej vazby je mozné monitorovanie jeho stavu a Upravy parametrov v redlnom case.

Poznatok #6: Pokrocilé techniky spracovania signalu na extrakciu déleZitych parametrov urychlo-

vaca.

Tento vyskum zaviedol inovativne metdédy na extrakciu dolezitych parametrov urychlovaca z
pozorovatelnych dajov v ramci systému prieCnej spatnej vazby TFB. Schopnost merat parameter
"tune" a Casovl konstantu tlmenia prieCnych kmitov v redlnom case, zhluk po zhluku, vyrazne
zlepsuje a rozsiruje prevadzkové schopnosti a prispieva k hlbsSiemu pochopeniu vplyvu TFB na

vykon urychlovaca.

Poznatok #7: Metody rekonstrukcie priecneho fazového priestoru vyzadujiu pomer signalu k

Sumu (SNR) aspori 30 dB na rozliSenie zmeny Q lepsej ako 1073,

Tento vyskum demonstruje, Ze manazment Sumu je kriticky pre presné merania a overenie
vykonu v redlnom case, pretoze ucinnost metdd rekonstrukcie prieCneho fazového priestoru sa v

prostredi s vysokym Sumom dramaticky znizuje.

Poznatok #8: Viysoko vykonny pocitacovy systém ADTObsBox pre podporu spracovania tdajov

v redlnom case a vypoctovo narocnych analyz.

Tento vyskum demonstruje potrebu implementacie efektivnych algoritmov, ktoré mozu fun-
govat v prostrediach spracovania v redlnom case, aby sa zlepsilo overovanie vykonu TFB. Pre
spracovanie datovych tokov az 20 Gb/s v redlnom Case st potrebné vysoko vykonné servery a

optimalizované algoritmy.
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Poznatok #9: Vplyv kratkych priecnych excitacii na kvalitu zvizku je zanedbatelny, ak je

pritomny silny systém priecnej spatnej vazby.

Tento vyskum na zaklade numerickych simulacii demonstruje ziadny, alebo len minimalny
narast prieCnej emitacie zvazku v dosledku vybudenia pre potreby merania ak je aktivna silna
spatna vazba. To umoznuje vykonavat rutinné merania bez vytvarania strat, alebo ohrozenia

kvality zvazku.

Interpretacia zisteni a dolezitost ziskanych vysledkov

Vysledky tejto prace predstavuju vyznamny prispevok k pochopeniu vlastnosti a vykonu sys-
témov prieCnej spatnej vazby v urychlovacoch Castic. Zdéraznuji metodologické pokroky aj ich

praktické dosledky pre zlepsenie prevadzky urychlovaca v redlnych prostrediach.

Klacovym prinosom je zavedenie zjednoduseného modelu zvazku v z-rovine. Tento model
umoznuje aplikaciu metdd digitdlneho spracovania signalu do oblasti dynamiky zvazku v urychlo-
vacoch a ulahcuje pristup k pokrocilym technikdm na overovanie vykonu systémov TFB v redlnom
Case. EfektivnejSou analyzou dynamiky zvazku ulahCuje pouzivanie sofistikovanych nastrojov z

oblasti riadenia a regulacie sistav.

Daldi ddlezity poznatok pochidza z vyvoja analytického modelu pre spravanie sa systému
prieCnej spatnej vazby LHC a SPS. Tento model umoznuje realistické implementacie systému v
kédoch sledovania Castic, ktoré su klicové pre Stidium stability zvazku a udrziavanie zhlukov s
nizkou emitanciou. Schopnost senzora a akéného ¢lena spracovavat zhluky nezavisle a s minimal-
nym Sumom zabezpeluje presné meranie a riadenie, ¢o je klicova poziadavka pre urychlovace
Castic.

Navrhnuté nové metédy rekonstrukcie stradnic prieCneho fazového priestoru v redlnom case
poskytuji okamzity pohlad na spravanie li¢a. To umoZnuje operatorom robit informované rozhod-
nutia pre optimalizaciu prevadzkovych paramterov a zmiernenie potencialnych nestabilit, ¢im sa

vyrazne zvysuje prevadzkova tcinnost urychlovadov Castic.

Vyznamnym prinosom tejto prace je zavedenie konceptu transverzalnej aktivity zvazku, novej
metriky, ktord meria okamzit amplitidu oscilacie zvazku. Tato veli¢ina nielen ulahcuje odvodenie
rychlosti timenia a zisku slu¢ky TFB z transverzalnej aktivity, ale tiez poskytuje okamzitd diagnos-
tiku transverzalnych nestabilit. Tieto nestability mézu vyznamne ovplyvnit vykon a bezpecnost

prevadzky urychlovaca, vdaka ¢omu je tato diagnosticka schopnost obzvlast cenna.

Na zaklade toho sme zaviedli metédu na vypocet fazového posunu TFB medzi kickerom a sni-

macom po jedinom transverzalnom impulze. Tato metéda umoznuje okamzitd a nedestruktivnu
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analyzu fazovych nastaveni TFB, Co je klicové pre monitorovanie v redlnom case a optimalizaciu

transverzalnych spatnych vazieb v prostredi urychlovaca.

Okrem toho sme predstavili novi techniku na meranie ¢asového oneskorenia kickera pomocou
tdajov vyhradne z merania TFB. Pouzitim modulovanych tdajov o impulze v kvadratire sme
vytvorili 1Q-stopu prechadzajicich zvazkov, ¢o umoznuje extrakciu ¢asového oneskorenia. Nase
zistenia demonstruji presné merania oneskorenia TFB s presnostou na zlomok nanosekundy. Tato
droven presnosti je nevyhnutna pre jemné doladenie systémov TFB a zabezpecenie optimalneho

vykonu.

Okrem toho, schopnost merat parameter tune a ¢asov( konstantu tlmenia oscilacii v redlnom
Case na baze jednotlivych zhlukov z internych signalov TFB predstavuje vyznamny pokrok v tech-
noldgii urychlovacich systémov. Tato granularita umoznuje podrobnejSie pochopenie okamzitych
parametrov urychlovaca a moze viest k zlepseniu stability prostrednictvom adaptivnych riadiacich

mechanizmov.

Obzvlast dolezité si poznatky o poziadavkach na pomer signalu k Sumu pre zachytenie am-
plitddy prieCnych kmitov. Poziadavka minimalneho SNR 30 dB na vypoclet parametra tune s
rozlidenim lep$im ako 1073 pod¢iarkuje ddleZitost riadenia umu vo vietkych systémoch merania a
diagnostiky zvazku. Tieto zistenia s klicové pre vyvoj budicich meracich systémov a zd6raznuju
potrebu robustnych technik spracovania signalu, ktoré funguja efektivne aj v narocnych prostre-
diach.

Zaver, ze kratke vybudenie prieCnych oscilacii zvazku v pritomnosti silného stabilizacného
systému TFB ma zanedbatelny vplyv na kvalitu zvazku naznacuje, ze rutinné merania je mozné
vykonavat bez ohrozenia jeho kvality. Toto zistenie umoznuje integraciu pravidelnych merani

TFB do prevadzkovych procedir a umoznuje proaktivne monitorovanie vykonu TFB.

S pouzitim novych technik predstavenych v tejto praci trva kompletna sada merani na charak-
terizaciu systému TFB v LHC v CERN-e, pozostavajiica zo 16 snimacov a 8 jednotiek pre spraco-
vanie signalu, menej ako minGtu. Navrhované techniky ndm umoznuji nielen skratit ¢as uvedenia
TFB do prevadzky z niekolkych zmien na menej ako mindtu, ale teraz je mozné vykonavat aj
pravidelné, plne automatizované kontroly systému TFB v pripade podozrenia na neoptimalny

vykon, ¢im sa usetri znacné mnozstvo drahocenného strojového casu.
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Zaver

Tato praca zaviedla mnozstvo novych technik a metédd do oblasti systémov prieCnej spatnej
vazby v urychlovacoch ¢astic, najma v kontexte hadrénovych urychlovacov. Vyvojom inovativnych
technik spracovania signalu a analytickych modelov sme zlepsili pochopenie a aplikaciu systémov
prieCnej spatnej vazby. Vyskum sa zaoberal kritickymi otazkami tykajicimi sa ich vykonu a
funkénosti, ¢im pripravil cestu pre lepSiu prevadzku urychlovada. Mnohé z tychto technik st uz
implementované v urychlovacoch v CERN a rutinne sa pouzivaji v jeho prevadzke. Stabilny
zvazok a optimalne fungujica prieCna spatna vazba su najlepsim dékazom toho, ze prezentované

techniky a nové pristupy st spolahlivé a velmi hodnotné pre urychlovace.

Jednym z najdolezitejSich zisteni tejto Stidie je zavedenie zjednoduseného modelu zvazku
v z-rovine, ktory ulahluje aplikaciu metdd digitalneho spracovania signalu v oblasti dynamiky
zvazkov. Tento pokrok nielen zjednodusuje analyzu spravania sa zvazku, ale tiez zlepsuje integra-
ciu sofistikovanych technik do systémov analyzy dat v redlnom Case, ¢im sa zvySuje prevadzkova
efektivnost.

Okrem toho, vyvoj analytického modelu senzora umoznil realistick( implementéciu sprava-
nia prieCnej spatnej vazby v kbédoch sledovania Castic (particle tracking), ¢o je nevyhnutné pre
skimanie stability zvazku v experimentoch fyziky vysokych energii. Schopnost nezavisle spraco-
vat zhluky, ako potvrdilo nase analytické modelovanie senzorov a akénych ¢lenov, poddciarkuje

robustnost systému TFB v LHC a jeho optimalizany potencial.

Nové metddy rekonstrukcie prieCnych fazovo-priestorovych stradnic v redlnom case pred-
stavuji vyznamny pokrok v prevadzkovych schopnostiach. Umoznenim okamzitej diagnostiky
aktualneho stavu a navrhu potrebnych korekcii umoznuju tieto metédy operatorom zvysit vykon

a efektivne minimalizovat nestability zvazku.

Komplexny pristup k meraniu klGéovych parametrov spatnej vazby a dolezitych parametrov
urychlovaca otvara nové moznosti pre vyskum a prevadzkové vylepsenia. Vysledky naznacujd, ze
monitorovanie v redlnom Case a adaptivne riadiace mechanizmy je mozné implementovat na opti-
malizaciu vykonu urychlovaca, ¢im sa zabezpeci stabilita a efektivna prevadzka. Praca sa zameri-

ava na najdenie jednoduchého, dobre definovaného parametra alebo metddy, ktora poskytuje jasné

95



odpovede na Casto kladené prevadzkové otazky, ako napriklad: Funguje TFB? Vyskum prezento-
vany v tejto praci prispieva vyvojom metéd, ktoré poskytuji rychlu a kvalifikovant odpoved: Ano,
TFB funguje spravne a jeho parametre si optimalne. Tieto praktické poznatky su klicové pre
oddelenie prevadzky, pretoZe operatorom umoznujd robit informované rozhodnutia, zabezpecuj

optimalny vykon a minimalizuji nesmierne drahy Cas necinnosti urychlovaca.

Tento vyskum sa zaoberal nielen prevadzkovymi aspektmi systémov TFB, ale prispel aj k
hlbSiemu pochopeniu ich vplyvu na vykon urychlovaca. Prezentované metédy a poznatky kladd
zaklad pre buddci pokrok v technolégii TFB a jej aplikaciach v urychlovacoch castic. Budici
vyskum by sa mal zamerat na SirSiu pouzitelnost vyvinutych modelov a technik v réznych prostre-
diach urychlovacov. Skdmanie integracie tychto metdd do existujicich systémov spatnej vazby,
ako aj preskiimanie ich potencialu pre Gpravy v redlnom case, bude klticové pre dalsi rozvoj tejto
vyskumnej oblasti. Dal$im zdokonalovanim a rozsirovanim tychto poznatkov mézeme dalej zlepsit
vykon a spolahlivost urychlovacov cCastic a v kone¢nom désledku prispiet k pokroku vo vyskume

fyziky vysokych energii.

Vsetky vyskumné ciele tejto dizertacnej prace boli splnené.
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